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Abstract

We study the problem of cross-population age estimation.
Human aging is determined by the genes and influenced
by many factors. Different populations, e.g., males and fe-
males, Caucasian and Asian, may age differently. Previous
research has discovered the aging difference among differ-
ent populations, and reported large errors in age estima-
tion when crossing gender and/or ethnicity. In this paper
we propose novel methods for cross-population age esti-
mation with a good performance. The proposed methods
are based on projecting the different aging patterns into a
common space where the aging patterns can be correlated
even though they come from different populations. The pro-
jections are also discriminative between age classes due to
the integration of the classical discriminant analysis tech-
nique. Further, we study the amount of data needed in the
target population to learn a cross-population age estima-
tor. Finally, we study the feasibility of multi-source cross-
population age estimation. Experiments are conducted on
a large database of more than 21,000 face images selected
from the MORPH. Our studies are valuable to significantly
reduce the burden of training data collection for age estima-
tion on a new population, utilizing existing aging patterns
even from different populations.

1. Introduction

Human age estimation is an active research topic in com-
puter vision and pattern recognition in recent years [15] [3]
[27] [26] [31] [2] [23], because of many potential applica-
tions [6] [21], e.g., age-specific human-computer interac-
tion [9], and business intelligence [24]. However, age es-
timation is very challenging, especially on a large database
with heterogeneous populations [11].

In previous research on age estimation using the large
Yamaha Gender and Age (YGA) database of 8,000 face im-
ages [7, 29, 10, 14], it has been performed on the females
and males, separately. Guo et al. [13] studied the problem
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Figure 1. Illustrate the problem ofcross-populationage esti-
mation. Here cross-population includes across different gender
and/or ethnicity. Because of the gene differences and otherfac-
tors, different populations may age differently.

quantitatively and showed the significant error increases
when males and females are mixed. To deal with the influ-
ence of gender on age estimation, they proposed to recog-
nize gender first and then do age estimation for each gender
separately [13]. Ni et al. [19] performed cross-database age
estimation using faces from the Internet as training data, and
tested age estimation performance on some aging databases,
such as the FG-NET [5] and MORPH [22]. However, the
reported mean absolute errors (MAE) are very high. For
example, the MAE is 8.60 years on MORPH database, and
9.49 years on FG-NET. Guo and Mu [11] studied the influ-
ence of gender and ethnicity on age estimation on the large
MORPH database. They showed that cross either race or
gender or both can cause very large errors in age estima-
tion. To deal with the problem, they proposed to recognize
the gender and ethnicity group first and then perform age
estimation within each group. Another way to deal with the
influence of gender and ethnicity is to estimate age, gender,
and ethnicity together in one step [12].

So, previous research, e.g., [12, 11, 19, 13, 14, 10, 7, 29],
has shown the aging difference among different populations
in one way or another. Some approaches have been pro-



posed to reduce the influence of population heterogeneity
on age estimation [13, 19, 11, 12], however, there is no
study yet to clearly address the problem of cross-population
age estimation with a good result, e.g., a small MAE.

Considering the great difficulty in collecting aging im-
age databases, it will have a remarkable value to develop
an age estimator to work on a new population, utilizing the
existing aging patterns in other different populations. Thus
we propose to study a new problem calledcross-population
age estimation, as illustrated in Figure 1.

In this paper, we develop a method to address the novel
problem of cross-population age estimation. The basic idea
can be illustrated in Figure 2. Our method is based on pro-
jecting the different aging patterns into a “common” space
where the aging patterns can be correlated even though they
come from different populations. The projections are also
discriminative between age classes since they integrate the
classical discriminant analysis technique [18]. The method
can also be used to study the amount of data needed in the
target population to learn a good cross-population age es-
timator. We also propose to extend our method to multi-
source cross-population age estimation.

In the following, we introduce our methods for cross-
population age estimation in Section 2. Comprehensive ex-
periments are conducted in Section 3, and finally, some dis-
cussions and conclusions are given.

2. Cross-Population Age Estimation

In this section, we present our method for cross-
population age estimation. We first introduce the classical
discriminant analysis with a slightly different formulation,
which is helpful for us to develop our method to deal with
cross-population aging pattern projections. Then we present
our method. We also extend our method to deal with multi-
source cross-population age estimation.

2.1. Linear Discriminant Analysis

Suppose we have a set ofl samplesx1, x2, · · · , xl,∈
Rd, belonging toc classes. Letµ be the total sample
mean vector,lk the number of samples in thek-th class,
and x

(k)
i the i−th sample in thek-th class. The objec-

tive function of the classical linear discriminant analysis
(LDA) [8] is ŵ = arg maxw

wT Sbw
wT Sww

, whereSb and Sw

are the between-class scatter matrix and within-class ma-
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Define the total scatter matrixSt =
∑l

i=1(xi − µ)(xi −

µ)T , then we haveSt = Sb + Sw [8]. The traditional ob-
jective function of the LDA is equivalent to

ŵ = arg max
w

wT Sbw

wT Stw
, (1)

according to [8]. By normalizing the training samples to
have a zero mean vector, i.e., subtracting the mean vector
from all samples, we can have
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whereW (k) is a lk × lk matrix with all the elements equal
to 1/lk, X(k) = [x

(k)
1 , · · · , x

(k)
lk

] denotes the data matrix of

thek-th class,X = [X(1), · · · , X(c)] ∈ Rd×l andWl×l is
a l × l matrix:

Wl×l =
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0 W (2)

· · · 0
...

...
. . .

...
0 0 · · · W (c)











. (3)

Then the objective function of the traditional LDA can
be re-formulated as

ŵ = argmax
w

wT XWl×lX
T w

wT XXT w
, (4)

which was first proposed by He et al. in [16]. This formu-
lation is helpful to develop our cross-population discrimi-
nant analysis (CpDA). The solution of (4) could be found
by solving the generalized eigenvalue problem as below:

XWl×lX
T w = λXXT w. (5)

2.2. Cross-Population Discriminant Analysis

Given the discriminant analysis as formulated in (4), we
will develop a method for our cross-population age estima-
tion. It has been shown in [11] that the distributions of aging
patterns are different in different populations, and the age
estimation from one population to another can result in large
errors. To deal with the problem of cross-population age
estimation, we develop a method, called cross-population
discriminant analysis (CpDA).

Suppose we have aging patterns from two populations:
P for the source population, andQ for the target. Due to
the distribution discrepancy of the aging patterns inP and
Q, the optimal discriminative projections for the patterns in
P are different from the learned projections forQ, when
the traditional discriminant analysis is applied to them in-
dependently. So we need to consider aging patterns in both
populations together to derive a common space for projec-
tions.



Figure 2. Illustrate the key idea of cross-population discriminant
analysis (CpDA). Three measures are considered in the proposed
method: (1) within-class variation, (2) between-class scatter, and
(3) between-population correlation. After the mapping, the aging
patterns from different populations are projected into a common
space where similar or closer distributions could be resulted in.

Let SP,b and SQ,b be the between-class scatter matrix
of the aging patterns in populationsP andQ, respectively,
andSP,t andSQ,t be the total scatter matrix forP andQ,
separately. The objective function with aging patterns in
two populations can be formulated as,

ŵ = arg max
w

wT (SP,b + SQ,b)w

wT (SP,t + SQ,t)w
. (6)

However, this is a very naive formulation, since it just
considers the two populations independently and ignores
the interaction between the two populations.

Our idea for cross-population discriminant analysis is il-
lustrated in Figure 2. We hope to find optimal projection
directions to map the aging patterns from two different pop-
ulations as close as possible, in addition to making them
maximally separated among different age classes. Towards
this goal, we introduce a term that measures the “correla-
tion” or “closeness” between the aging patterns in two dif-
ferent populations,

φP,Q =
c
∑

k=1

(θ
(k)
P )(θ

(k)
Q )T , (7)

whereθ(k)
P is the sample mean vector in thek-th class of the

aging patterns in populationP after projections, sayw, to
be solved optimally, andθ(k)

Q is the sample mean vector in
thek-th class of the aging patterns in populationQ after the
same projections.

Let l(k)
P be the number of samples in thek-th age class in

populationP , andl
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Q be the number of samples in thek-th
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denote

the transformed data matrix of the aging patterns in thek-th
class. Let the projection bew applied to the original aging
patterns, i.e.,y(k) = wT x(k), we have

φP,Q =

c
∑

k=1

wT X
(k)
P D(k)(X

(k)
Q )T w = wT XP DlP×lQXT

Qw,

(9)
wherelP is the number of total samples in populationP , lQ
is the number of total samples in populationQ. DlP×lQ is
a lP × lQ matrix with

DlP ×lQ =
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(10)

Let the matrix Sd = XP DlP×lQ(XQ)T , we have
φP,Q = wT Sdw. Then, the objective function of our cross-
population discriminant analysis is:

ŵ = arg max
w

wT (SP,b + SQ,b)w + βφP,Q

wT (SP,t + SQ,t)w

= arg max
w

wT (SP,b + SQ,b + βSd)w

wT (SP,t + SQ,t)w
,

(11)

where the itemφP,Q can be considered as a regularizer
which characterizes the correlation or closeness between the
aging patterns in two different populations,β is to balance
the between-class scatter and inter-population correlation.
The optimalw′s are the eigenvectors corresponding to the
generalized eigenvalue problem,

(SP,b + SQ,b + βSd)w = λ(SP,t + SQ,t)w. (12)

Based on the projections, the aging patterns are expected
to be transformed so that the aging differences between two
different populations can be minimized and the aging pat-
terns in different populations can be “pulled” towards simi-
lar distributions. Then the aging functions can be learned on
the transformed aging patterns with classifiers or regression.
In our work, we use the support vector machines (SVMs)
[28] for aging function learning.



2.3. Multi-Source Cross-Population Discriminant
Analysis

So far, we have addressed the cross-population discrim-
inant analysis for age estimation with two populations:P
as the source population andQ as the target. We are also
interested in the case where more than one source popula-
tion is available for learning an age estimator. Researchers
may collect aging databases from different populations in
different countries, thus it is valuable to study multi-source
age estimation.

Here we will extend the formulation in (12) to a multi-
source cross-population discriminant analysis.

The key idea for multi-source cross-population analy-
sis is to maximize the correlation between any two popu-
lations, including all sources to the target as well as among
all source populations.

Denote the target population asQ with a training set of
aging patterns, and then source populations asP1, · · · , Pn.
By extending the single source cross-population discrimi-
nant analysis (CpDA), we can get the multi-source cross-
population discriminant analysis as follows,

SB =

n
∑

r=1

SPr,b + SQ,b, ST =

n
∑

r=1

SPr ,t + SQ,t, (13)

SD =

n
∑

r=1

Sd(Pr, Q) +

n
∑

s=1

n
∑

t=s+1

Sd(Ps, Pt). (14)

Then the objective function of multiple-source cross-
population discriminant analysis is given bŷw =

argmaxw
wT (SB+βSD)w

wT ST w
, which can be solved by the gen-

eralized eigenvalue problem, similar to (12). So a nice prop-
erty here is that our formulation can be easily extended to
multi-source age estimation.

3. Experiments

We evaluate the proposed methods experimentally on
the public available MORPH database [22]. The FG-NET
database [5] is also public available, but it is too small to get
a statistically meaningful result. The MORPH database is
probably the only large database that contains populations
of different races, to the best of our knowledge.

We introduce the database first and then present the ex-
perimental results. Our major focus is oncross-population
age estimation.

3.1. The Database

The MORPH [22] is a large database containing two sec-
tions, I and II. Since MORPH-I is too small (1,690 face im-
ages), we use MORPH-II for our study. The MORPH-II has
about 55,000 face images, containing faces of various races.

However, the distribution of gender and ethnicity is very un-
balanced. For instance, it has about 77% Black faces, 19%
White, and 4% other races, e.g., Hispanic, Asian, and In-
dian. There are also more males than females.

To avoid the influence of unbalanced distributions, we
selected data from MORPH-II with almost all White faces
and a matched number of Black faces to build a relatively
balanced database for our study. Actually, this unbalance
problem was noticed in [11], and a database was selected for
their study. We follow the similar consideration as in [11],
and assembled a database of 21,060 face images. Specif-
ically, there are 2,570 White Female (WF), 7,960 White
Male (WM), 2,570 Black Female (BF), and 7,960 Black
Male (BM) face images. The age range is from 16 to 67
years in the assembled database, the same as the whole
MORPH-II.

The selected data within each population, e.g., WF, is
randomly divided into two sets with an equal size. Then one
set can be used for training, while the other for testing (of
different crossings). This way, we can also perform age esti-
mation within the same group or population if needed, and
there is no overlap between any training and testing data.
We use the biologically inspired features (BIF) [14] for fa-
cial image representation in our study. The face images are
aligned with detected eye centers, and cropped and normal-
ized into 60x60. The parameterβ is set as 0.5 in the CpDA
method in all our experiments.

3.2. Results of Cross-Population Age Estimation

The age estimation results using the proposed method
are shown in Table 1. The age estimation performance
is usually measured by the mean absolute errors (MAE),
which is defined as the average of the absolute errors be-
tween the estimated ages and the ground truth ages.

The previous approach [11] is a direct age estimation
where large errors obtained in cross gender and/or race.
Specifically, the aging patterns in one population are used
for training, while a different population is used for test-
ing. There is no learning of the relations between different
populations. Since [11] is the only work related to cross-
population age estimation, we list their results in Table 1 to
show if a learning-based method can help or not for cross-
population age estimation.

From Table 1, we can see that our learning-based method
can significantly reduce the errors in each cross case, com-
paring to the results without learning [11]. In row 1, the
Black Female (BF) is used as the source population, while
others as the target populations, including White Female
(WF), Black Male (BM), and White Male (WM). The direct
approach [11] to cross-population age estimation, BF→WF,
has a MAE of 9.15 years. Our CpDA method can reduce the
MAE to 6.41 years, with an error reduction rate (ERR) of
29.9%. In the next two lines, the BM and WM are used as



the target population, separately. The estimation errors can
have significant reductions.

Other cases of cross-populations age estimation are
shown in rows 2∼4, using our proposed learning-based
method. We can observe from Table 1 that the MAE can be
reduced significantly for all cases of cross-population age
estimation.

From this experiment, we show that a learning-based
method can be developed to deal with cross-population age
estimation. This result can make an impact in practice, since
it is usually very difficult to collect aging faces with accu-
rate age labels for each new population.

Table 1. Cross-population age estimation using different methods.
“BF” denotes Black Female, “WF” for White Female, “BM” for
Black Male, “WM” for White Male. The method in [11] is a direct
age estimation without learning, “CpDA” is the proposed learning-
based method. “MAE” is the mean absolute error in years.

Train Test
Method and Performance

W/O Learning [11] CpDA (New)
MAE(yrs.) MAE(yrs.)

BF
WF 9.15 6.41
BM 8.40 6.13
WM 8.79 6.23

WF
BF 8.67 6.54

WM 7.72 5.57
BM 10.62 7.54

BM
WM 6.86 5.10
BF 10.58 7.73
WF 12.81 8.73

WM
BM 7.05 5.35
WF 9.13 6.70
BF 9.54 7.67

3.3. Percentage of Data in the Target Population

In this experiment, we study the amount of training data
needed in the target population to learn a cross-population
age estimator with good performance. The purpose of this
study is to explore if a smaller number of aging faces in
a new population can be sufficient for learning. For this
study, we fix the number of training examples in the source
population, but change the number of training examples in
the target population in percentage, ranging from 10% to
100%. We use percentages to control the number of exam-
ples, since there are different numbers of images in different
populations. The testing data are fixed in the target popula-
tion. Remember that we have two sets for each population.
One is for training while the other for testing (in different
crossings). The percentage changes are only in the training
set. The comprehensive experiments are performed using
the proposed method CpDA in each case. The SVMs are
used for aging function learning after feature transforma-
tion with our method.

Table 2. MAEs (in years) based on some representative transfer
learning methods, compared to our method. The study case is
BF→WF with different amount of target data. The “A-SVM”
method uses linear (LIN) or RBF kernel, but the errors are too
high, even higher than the results in [11]. The “A-MKL” using
multiple kernels, is extremely slow in our problem. Its estimation
errors are also higher than our method.

Method 10% 20% 30% 40% 50%
A-SVM(LIN) 17.80 19.58 24.96 25.08 24.53
A-SVM(RBF) 20.89 21.19 23.02 24.14 23.95

A-MKL 7.56 7.54 7.35 7.34 6.89
CpDA (ours) 6.90 6.81 6.76 6.46 6.46

To show the results visually, we draw curves correspond-
ing to three average cases of cross-population age estima-
tion. The curves are the MAEs w.r.t. the percentage of data
in the target population for training, as shown in Fig. 3.
Each curve is an average of several results. For example, the
curve of “From Black to White” based on the CpDA is the
average of BF→WF and BM→WM. We can observe that
our method, i.e., the CpDA, performs quite well. We also
observe that a small amount of training data in the target
population is sufficient to learn the cross-population age es-
timator with a good performance. For instance, about 20%
of the training data in the target population can be enough
to have a MAE which is within one year difference from
the 100% training data. About 30% of the training data in
target can be sufficient to have a MAE within 0.5 years dif-
ference from the 100% training data. This finding is very
useful in practice, since we may just need to collect a small
amount of training data from a new population but can still
do age estimation by utilizing the existing aging patterns in
another population. In other words, we can take advantage
of the aging patterns in another population rather than dis-
carding them.

3.4. Comparison with Other Methods

Our cross-population age estimation might be consid-
ered as a transfer learning problem [20]. However, age
estimation is much more challenging than a regular object
recognition problem. One aspect is that the separation be-
tween different ages is not so distinct as between different
objects or visual events. Another is that there are usually
many age classes or labels (each year), much more than the
number of classes in many current vision problems using
transfer learning techniques, e.g., [30] [4]. To show the
challenges in our problem, we apply some popular trans-
fer learning methods in computer vision for comparisons.
One is the adaptive SVM or A-SVM [30], and the other is
adaptive multiple kernel learning (A-MKL) [4]. Both meth-
ods work well on other vision problems, e.g., visual concept
detection or event recognition across different domains.

The comparisons are shown in Table 2 using different
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Figure 3. The MAEs of age estimation results w.r.t. the percentage of the training data in the target population. The MAEsreduce when
more training data are used in the target population. About 30% of the target data is sufficient to make the MAE reduce to less than about
0.5 year difference from the result using 100% training datain the target population.

percentages of the target data for cross-population learn-
ing. From the table, we find that the A-SVM cannot work
well on our cross-population age estimation. The MAEs of
the A-SVM method are much higher than our methods, no
matter what kernel is used: linear or RBF. The errors are
even higher than the direct age estimation without learning
between populations [11] (see Table 1). For the A-MKL
method, the MAEs are larger than our proposed method in
each case. More importantly, we found that the A-MKL
method is extremely slow in our problem. It takes more
than one day to obtain one item result in Table 2, in our 64-
bit computer with i7(3.4G) CPU processor and 12G RAM.
While it only takes about three hours for our method to get
all results. Note that we used the same computer with the
same data for comparisons between different methods. So
our method performs much better than both the A-SVM and
A-MKL methods. The comparisons also indirectly indicate
that the cross-population age estimation is a very challeng-
ing problem.

3.5. Multi-Source Cross-Population Age Estimation

In the last experiment, we explore another new problem
called multi-source cross-populationage estimation. The
idea is to use more than one source population for learn-
ing. In this way, we can utilize more training data from
different populations in order to have a good age estima-
tor for a new population. We verify the combination of
two populations as the sources. For example, BF and WF
are two sources for the target population BM. The multi-
source cross-population age estimation results are shown
in Table 3. The target data have different percentages for
training, e.g., from 10% to 50%, while two source pop-
ulations are used for training with all available training
data. The MAE results in Table 3 are compared to the
single-source cross-population age estimation results. For
example, the MAE of BF+WF→BM is compared to either
BF→BM or WF→BM. From Table 3, we can observe that

in most cases, the combination of two source populations
can reduce the estimation errors, especially for the largerer-
ror of the two corresponding single-source cross-population
results. Specifically, among the 40 results, there are 22
cases (highlighted by the red color) where the combinations
achieve a MAE less than either of the two single-source es-
timation result, and 18 cases where the combinations reduce
the larger errors of the two single-source age estimation re-
sults. Based on this experiment, we can see that it is helpful
to perform multi-source cross-population age estimation in
that all available aging patterns can be utilized to improve
the accuracies.

Table 3. Results of multi-source cross-population age estimation
based on our method, in terms of different percentages of training
data in the target population for training. Compared to the single-
source results, the 40 results have 22 cases (highlighted bythe red
color) where the multi-source approach performs better than us-
ing each single source, 18 cases where the multi-source approach
reduces the larger error of the two single-source results.

Train Test 10% 20% 30% 40% 50%
BF+WF BM 6.61 6.65 6.57 6.53 6.47
BF+WF WM 5.86 5.88 5.83 5.59 5.70

WM+BM WF 6.90 6.63 6.53 6.65 6.58
WM+BM BF 6.47 6.57 6.59 6.43 6.40

BF+BM WF 6.81 6.76 6.79 6.61 6.59
BF+BM WM 5.33 5.22 5.31 5.29 5.23
WF+WM BF 6.73 6.67 6.53 6.46 6.32
WF+WM BM 6.07 5.93 5.97 5.94 5.96

4. Discussions

Linear discriminant analysis (LDA) is a classical method
for pattern recognition [18]. He et al. [16] presented another
formulation of the LDA which is the basis for the develop-
ment of our cross-population discriminant analysis method.
There are other extensions of the LDA, such as the semi-



supervised discriminant analysis (SDA) [1], multi-view dis-
criminant analysis (MDA) [17, 25], and so on. Those prob-
lems are different from our cross-population age estimation.
For example, the SDA focuses on the utilization of unla-
beled data that are assumed to have the same distribution as
the labeled data; the MDA deals with data that are assumed
to belong to the same object or subject at different views.
Our cross-population age estimation cannot be considered
as a multiview problem since there does not exist different
views of the same subject in different populations. So our
problem is different from either the SDA or MDA, and the
assumptions in SDA or MDA cannot be satisfied in our case.

On the other hand, it seems that our problem might
be considered as a transfer learning problem. Thus we
evaluated some recently developed transfer learning tech-
niques, e.g., [30] [4], for our problem. From the experimen-
tal results, those methods cannot work well on our prob-
lem, either because of large errors or extremely slow, al-
though these methods have shown great successes in other
vision tasks. These results indirectly indicate that the cross-
population age estimation is a challenging problem. Al-
though we have got some good results, more research ef-
forts are needed to further improve the performance.

5. Concluding Remarks

We have studied a novel problem calledcross-population
age estimation. A method has been proposed to solve the
challenging problem based on the discriminant analysis of
aging patterns within and across populations. The proposed
method has been evaluated on a large database with more
than 21,000 face images, and the experimental results have
shown that an appropriate learning-based method can be de-
veloped to deal with cross-population age estimation. We
have also studied the amount of training data needed in the
target population, and found that about 30% of training data
in the target population is sufficient to achieve a good per-
formance. This result can have a great value in practice,
since it can largely reduce the difficulty in aging face image
collection for a new population. Finally, we have shown
that a multi-source cross-population age estimator can be
developed that can effectively utilize exiting aging patterns
in several different populations.
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