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Figure 1: (a) Blurry image (b) Color coded motion flow (c) Our deblurring result

Abstract

Most state-of-the-art dynamic scene deblurring methods
based on accurate motion segmentation assume that mo-
tion blur is small or that the specific type of motion caus-
ing the blur is known. In this paper, we study a motion
segmentation-free dynamic scene deblurring method, which
is unlike other conventional methods. When the motion can
be approximated to linear motion that is locally (pixel-wise)
varying, we can handle various types of blur caused by cam-
era shake, including out-of-plane motion, depth variation,
radial distortion, and so on. Thus, we propose a new en-
ergy model simultaneously estimating motion flow and the
latent image based on robust total variation (TV)-L1 model.
This approach is necessary to handle abrupt changes in mo-
tion without segmentation. Furthermore, we address the
problem of the traditional coarse-to-fine deblurring frame-
work, which gives rise to artifacts when restoring small
structures with distinct motion. We thus propose a novel
kernel re-initialization method which reduces the error of
motion flow propagated from a coarser level. Moreover,
a highly effective convex optimization-based solution mit-
igating the computational difficulties of the TV-L1 model
is established. Comparative experimental results on chal-
lenging real blurry images demonstrate the efficiency of the
proposed method.

1. Introduction

Blind single-image deblurring is a method used to re-
store a sharp image from an image blurred by camera shake
or object motion under low light conditions. This approach
has become an active research topic in computer vision be-
cause of the recent demand for clear images. However, de-
blurring is difficult to solve because the problem is highly
ill-posed. To solve this problem, many researchers have
studied the joint estimation of latent image and blur kernel,
thus recasting the deblurring problem as an energy mini-
mization problem based on the general constraint:

B=KL+N; @)

where L, B, and N denote the vector forms of the latent
image, blurred image, and noise, respectively. The matrix
K denotes the blur kernel with a row vector corresponding
to the blur kernel placed at each pixel location. There are
various kernel estimation methods depending on the types
of motion blur. The 2D translational camera shake is the
most comprehensively studied motion [3, 6, 24]. Such cam-
era motion creates a spatially invariant blur kernel, such
that the matrix operation in (1) can be expressed in a con-
volution form with the aid of linearity. Therefore, using
fast Fourier transform makes fast kernel estimation from
2D translational camera shake possible. Moreover, camera
shake, including rotational movement, generalizes the 2D
translational camera motion and it enables spatially varying
blur by camera rotation [8, 10, 23]. Although these efforts
to model real camera motion have yielded promising results



Figure 2: (a) Partially blurred image by forward motion. (b)-(c) Segmentation and deblurring results of [13] (d) Our deblurring result.
Notably, the taillight and rear fender of the taxi are restored to a significantly better degree than those in (c).

in the restoration of blurry images through the motion of a
camera, applying these approaches to cases where the blur
does not come from the global camera motion is difficult.

By contrast, without knowing the specific type of mo-
tion blur, traditional deterministic filter-based approaches
can handle various types of blur [1, 7], but these filters are
incapable of handling large motion blur and are sensitive
to noise. Additionally, edge statistics can be also used to
estimate locally varying blur kernels [12], but, the method
is also restricted to small motion blur. Therefore, some re-
searchers have studied methods that can be used to deal with
large blur without knowing the specific type of motion blur.
Harmeling et al. [9] proposed a method based on the as-
sumption that local blur kernel is expressed as a weighted
sum of the neighboring blur kernels and Ji et al. [11] in-
terpolated initially given kernels robustly. Although these
approaches can handle smoothly varying blur kernel, these
methods cannot handle abrupt changes in the blur kernel,
which commonly occur in a dynamic scene containing mul-
tiple moving objects.

To address this problem, some researches have fo-
cused on deblurring dynamic scenes and established ap-
proaches that commonly require accurate motion segmen-
tation. In [16], Levin segmented blur motions by compar-
ing likelihoods with a set of given 1D box filters. However,
limited number of 1D box filters were used. Thus, the poor
segmentation could cause undesirable artifacts. Couzinie-
Devy et al. extended the work of Levin in [4] by casting
the problem as a multi-label segmentation problem and es-
timating locally varying blur. However, the method could
not handle large blur because of the exponential increases in
the the number of candidate labels. This condition restricts
the blur kernels to small 2D Gaussian or linear. The recent
work of Kim et al. [13] proposed a method to estimate blur
kernels, latent image, and motion segments jointly. The ex-
istence of camera shake, including rotation and 2D transla-
tional motion of objects, was assumed, but the method also
fails in both segmentation and deblurring when the captured
image is blurred by unexpected blur effects, such as forward
motion, depth variation, or radial distortion. For example,
the taxi is blurred by its forward motion, and such an un-
expected motion causes a failure of both segmentation and
deblurring as shown in Figs. 2(b) and 2(c).

In sum, state-of-the-art dynamic scene deblurring meth-
ods require accurate motion segmentation for specific types
of motion blur. To mitigate this restriction, we propose a
method to deblur dynamic scenes without segmentation and
without restricting the types of motion blur, when the lo-
cally varying blur kernels can be approximated to 2D mo-
tion vectors. Although this restriction excludes non-linear
motion, numerous types of motions can be linearized in
practical situations [4, 5, 16]. We observed that this as-
sumption holds for many real blurry images and that this
approach works even when small rotational camera shake
exists, as shown in our experiments.

In the previous work of Dai et al. [5], the authors esti-
mated motion flow via the alpha channel [17] of the blurry
image. However, they used a constraint that is differ-
ent from ours and applied implicit segmentation based on
RANSAC. In addition, the result depends on the accuracy
of the given alpha channel. By contrast, we propose a
new framework that enables abrupt changes in motion with-
out segmentation based on the robust TV-L1 model. As
illustrated in Fig.1, the proposed approach estimates the
motion flow and latent image. Our method does not re-
quire any complex model to handle specific types of motion
blur [10, 23, 27] and does not depend on the accurate motion
segmentation. In addition, the proposed method is embed-
ded into the traditional coarse-to-fine framework to handle
large blur. Our finding is that small structures with distinct
motion blur give rise to serious artifacts in the coarse-to-
fine framework. Thus, we also propose a novel method to
re-initialize the motion flow and reduce the error propagated
in the coarse to fine framework.

In this paper, we introduce a new deblurring framework
that jointly estimates the spatially varying motion flow and
the latent image. We also provide a highly practical solver
optimizing TV-L1 model based on convex optimization. As
shown in Fig. 2(d), we achieve better results with the aid
of accurately estimated motion flow even when the state-
of-the-art methods fail. We demonstrate the effectiveness
and practicality of our new deblurring framework with test
results on challenging real images on which conventional
techniques fail.



