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Abstract

This paper presents a framework for object recognition
using topological persistence. In particular, we show that
the so-called persistence diagrams built from functions de-
fined on the objects can serve as compact and informative
descriptors for images and shapes. Complementary to the
bag-of-features representation, which captures the distribu-
tion of values of a given function, persistence diagrams can
be used to characterize its structural properties, reflecting
spatial information in an invariant way. In practice, the
choice of function is simple: each dimension of the feature
vector can be viewed as a function. The proposed method is
general: it can work on various multimedia data, includ-
ing 2D shapes, textures and triangle meshes. Extensive
experiments on 3D shape retrieval, hand gesture recogni-
tion and texture classification demonstrate the performance
of the proposed method in comparison with state-of-the-art
methods. Additionally, our approach yields higher recog-
nition accuracy when used in conjunction with the bag-of-
features.

1. Introduction

Over the years, thebag-of-features(BoF) model has
been extremely popular for the recognition of text, images
and shapes [2,7,17,27,36]. In the image domain, this ap-
proach corresponds to treating a given image as a collec-
tion of unordered local descriptors, extracted from feature
points, and quantizing them into discrete “visual/geometric
words” [40]. The distribution of visual words in an image
is then summarized by a fixed-sized vector using various
pooling techniques [4]. Due to the compactness and infor-
mativeness of the resulting representation, BoF is widely
used for learning and recognition.

A large number of extensions of the BoF have been pro-
posed with the aim to recover the geometric (spatial) rela-
tions between features, which are discarded by BoF. The
two most common approaches include explicitly encoding
geometric information in the bag of features [3,6,9,45,46]

or decomposing the object into spatial subregions and per-
forming pooling in each subregion separately [25]. These
approaches, however, assume explicit parametrization of
the spatial information that needs to be captured (e.g. dis-
tribution of pairwise offsets as in [6,46] or commute times
in [3]) or a pre-defined spatial decomposition to guarantee
the stability of the representation under deformations. Thus,
devising a compact and informative representation to char-
acterize the structural properties of features while preserv-
ing stability, remains a challenging open problem.

Unlike the majority of the previously proposed methods
that try to augment the bag-of-features representation to in-
clude some notion of spatiality, we propose to use a dif-
ferent approach, which is inherently well-suited to capture
structural properties of functions defined on different do-
mains in a stable way. In particular, we propose to com-
plement to the BoF approach, by computing thepersistence
diagrams(PD) of functions defined on different data modal-
ities, including 2D shapes, textures and triangle meshes.

Intuitively, instead of considering each feature point and
its associated descriptor vector independently, we analyze
all the points together by considering each dimension of the
feature vector as a real-valued function, defined on the en-
tire domain. With the assumption that the descriptors are
stable and informative enough in the object space, we com-
pute the persistent homology of the resulting functions. The
derived PD provides a simple yet powerful description that
captures the structural properties of the object. Importantly,
unlike the BoF representation which captures the distribu-
tion of the values in the function, PD exploits the connec-
tivity between different points in the domain to characterize
therelativeprominence of different feature points.

In order to demonstrate the usefulness of this represen-
tation, we argue both theoretically and experimentally that
it captures information which is complementary to the in-
formation in the bag-of-features representation. In partic-
ular, we perform extensive experiments on 3D shape re-
trieval, hand gesture recognition and texture classification,
where we demonstrate state-of-the-art performance by us-
ing the PDs in conjunction with the bag-of-features. We
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Figure 1. Schematic comparison of BoF with PD.

argue that this is largely due to the fact that persistence di-
agrams allow to distinguish feature configurations that are
structurally different. Schematic comparison between the
BoF with PD is shown in Fig.1.

The rest of the paper is organized as follows. In Sect.2,
we discuss some related works. Sect.3 presents the frame-
work of our proposed algorithm. Experimental results in
three applicable scenarios are provided in Sect.4. Finally,
we conclude in Sect.5.

2. Related Work

The past decade has witnessed a surge in popularity of
BoF and its extensions for solving various computer vision
problems. Among them, one particularly successful method
is to form a global representation by spatially aggregating
the local descriptors pioneered by Lazebniket al. [25]. The
subsequent research on spatial aggregation get compelling
performance because of two seemingly independent advan-
tages: the better design of (1) spatial regions and (2) aggre-
gating operator. The spatial pyramids manually define the
multi-scale grid-structured regions over the image space,
and many excellent visual recognition methods either di-
rectly use them [25, 44], or modify the spatial decomposi-
tion to fit their data [9,26]. Recently, Jiaet al.[23] proposed
to learn more adaptive regions by the receptive fields. Pop-
ular aggregating (pooling) strategies include averaging and
max pooling, which have been used by Lazebniket al. [25]
and Yanget al. [44] respectively. Coateset al. proposed
to aggregate over multiple features in the context of deep
learning [14].

Our work relies on the theory of persistent homology,
which falls under the umbrella of topological data analysis
(TDA).It was first formalized by Edelsbrunneret al. [19]
by building on earlier notions of size functions used by
Frosini et al. for shape analysis [41] and later developed
in [11,19,47]. Persistence diagrams appear prominently in

TDA, and in particular provide an efficient way to encode
topological properties of real-valued functions defined over
spaces. PDs have provable stability properties [11,15], and
allow to infer robust topological information on the stud-
ied data. Persistent homology has been successfully ap-
plied to clustering tasks [13], vision tasks such as shape
segmentation [37], component detection [30] and recogni-
tion [10,12,20]. Our work is inspired by [10,12] but is dif-
ferent in that we exploit a given connectivity on the object
and use feature functions to build the persistence diagrams
rather than using point samples and simplicial complex fil-
trations. We also show that multiple PDs of different func-
tions as well as the BoF representation can be combined to
improve recognition tasks in a variety of scenarios. In this
paper we focus on 0-dimensional persistent homology that
encodes connectivity information in an intuitive and easy-
to-compute way.

3. Topological Object Representation Using
Persistence Diagram

3.1. Feature Encoding: From BoF to PD

We assume that every object (e.g., image, 2D shape
or 3D mesh) is represented as a connectivity graphG =
{V, E}, where the set of nodesV of sizeV are samples on
the object, and the set of edgesE represent neighborhood
relations between samples. For example, considering im-
ages as grids of points, we use the 4-neighborhood to define
the edges inE . Similarly, for 3D objects, we use the vertices
and the edges of the faces in the mesh to defineG.

Similarly to the BoF approach we start by associating a
D-dimensional feature vector to every sample inV resulting
in aV ×D matrix:

P (G) =







p11 · · · p1D
... · · ·

...
pV 1 · · · pV D






∈ R

V×D.

While the BoF approach can be thought of as analyz-
ing P by considering its rows, which correspond to point
descriptors, we propose to considerP column-wise by in-
terpreting each column as a real-valued function defined on
the nodes ofG. The persistence diagrams of these functions
allow us to capture the structural properties of the object
and in particular robustly encode the relative prominence of
the different feature points.

3.2. Persistence Diagram

Given a real-valued functionf defined on the nodes of
G, the (0-dimensional) persistence diagram off encodes
the evolution of the connectivity of the 1-parameter family
of superlevel-setsFα = f−1([α,+∞)) asα goes from+∞
to−∞ in the following way. A nodev ∈ V is called apeak














