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1. Computational Complexity of the Proposed

Method

First, we analyze the time complexity of computing the

Cardinality Kernel:

k̃(Xp,Xq) =
mp
∑

i=1

mq
∑

j=1

kx(xpi,xqj)P (ypi = 1|Xp)P (yqj = 1|Xq).
(1)

Assume the evaluation of the primitive kernel kx takes

O(d) time, where d is the size of the instance feature

vectors. Consequently, kx(·, ·) between all instance pairs

of two bags Xp and Xq can be computed in O(mpmqd)
time. As we explained in Sec. 3.2, the time complex-

ity of computing the marginal probabilities P (yi|Y,X) is

O
(

m log2 m
)

. Thus, the kernel in (1) can be evaluated in

O(mpmqd+mp log
2 mp +mq log

2 mq) time. As a result,

the computational complexity of prediction with this kernel

in a standard SVM for a single bag Xp is O(Nsv m̄mp d+
Nsv m̄ log2 m̄+mp log2 mp), where Nsv is the number of

support vectors and m̄ is the maximum number of instances

in the training bags.

Now, we analyze the computational complexity of

training the Cardinality Kernel. First, the parameters

of the Cardinality Model should be learned. Learning

this HCRF with regularized likelihood maximization takes

O(Niter N m̄ log2 m̄+Niter N m̄d) time, where N is the

number of training bags and Niter is the number of iter-

ations of the gradient ascent algorithm. The kernel ma-

trix can be computed in O(N2 m̄2 d + N m̄ log2 m̄) time.

Finally, assuming the quadratic programming to solve the

SVM dual takes O(N3) time1, the computational com-

plexity of the entire algorithm is O(Niter N m̄ log2 m̄ +
Niter N m̄d+N2 m̄2 d+N3).

1In our experiments, we used the LIBSVM [5] solver, which can be

much more efficient than O(N3) in practice.

We performed our experiments on an Intel(R) Core(TM)

i7-2600 CPU @ 3.40GHz. As a numerical example, in the

collective activity recognition dataset, used in the experi-

ments in Sec. 4.1 (which consists of 1908 training bags and

639 test bags with average 5 instances per bag and the in-

stances are 240 dimensional), the total training time was

around 10 minutes versus 7 minutes for test time.

2. Parameter setting guidelines for the pro-

posed Cardianlity Kernel method

To train the cardinality model, two hyper-parameters

should be set: the regularization weight for likelihood op-

timization of the Cardinality Model (i.e., λ), and the reg-

ularization weight for training SVM (i.e., C). In our ex-

periments we used the standard grid search over a set of

predetermined values of λ and C (e.g., powers of 10) to set

these parameters. However, this requires a quadratic num-

ber of runs of the algorithm, which might be inefficient. As

a faster alternative, we found that just running MI-Kernel

is effectively enough to estimate the value of parameter C.

Next, we fix this parameter and run the Cardinality Kernel

method to find the best estimate for λ.

Another setting is to initialize the learning parameters

of the Cardinality Model (i.e., θ) for regularized likelihood

maximization. Actually, this is a non-convex optimization

and sensitive to initialization. In all our experiments we ini-

tialized the parameters θ to zero. In fact, since the resulting

kernel is finally plugged into SVM, and SVM relies on a

convex optimization, the whole algorithm is fairly robust to

initialization. For example, even if we freeze θ = 0 and do

not train the cardinality model, it can be shown the result-

ing kernel is equivalent to MI-Kernel, which is an effective

multi-instance algorithm [7].
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3. Additional Experiments on Collective Activ-

ity Recognition Dataset

For the collective activity dataset the standard evaluation

protocol, introduced by Choi et al. [6], is multi-class clas-

sification by considering all the 5-class confusion matrix.

However, Amer et al. [2, 4, 3, 1] use a different evalua-

tion setting, training binary classifiers for each class and

computing the accuracy of detection. Finally, the average

accuracy over all the classes is reported. In this way, sig-

nificantly higher accuracies are obtained. Table 1 shows the

comparison with the relevant methods in [2, 4, 3, 1], us-

ing this evaluation setting. Note that it is not a completely

fair comparison, since the training/test splits might be dif-

ferent2.

Table 1. Comparing the proposed Cardinality Kernel method with

the relevant methods in [2, 4, 3, 1] based on binary classification

accuracy on the collective activity dataset.

Class Ours [2]
AOG

[4]

HiRF

[1]

HiRFnt

[1]

ST-

AOG[3]

Cross 86.1 69.9 77.2 76.8 81.2 81.1

Wait 84.4 74.1 78.3 74.3 78.4 83.9

Queue 95.6 96.8 95.4 81.1 96.2 97.5

Walk 86.7 72.2 74.7 84.1 77.3 83.4

Talk 99.8 99.8 98.4 99.3 99.6 98.8

Avg 90.5 82.5 84.8 83.1 86.6 88.9

4. Additional Experiments on TRECVID

MED11 dataset, Using Dense SIFT feat-

uers

In our second experiment on TRECVID MED11 dataset,

we used dense SIFT features quantized into 1500 code-

words to have a fair comparison with the experiments in [8].

However, better results can be achieved by using more code-

words. Table 2 shows the results with 1,500 and 20,000

codewords.
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