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Abstract

Advanced computer vision and machine learning tech-

niques tried to automatically categorize the emotions

elicited by abstract paintings with limited success. Since

the annotation of the emotional content is highly resource-

consuming, datasets of abstract paintings are either con-

strained in size or partially annotated. Consequently, it is

natural to address the targeted task within a transductive

framework. Intuitively, the use of multi-label classification

techniques is desirable so to synergically exploit the rela-

tions between multiple latent variables, such as emotional

content, technique, author, etc. A very popular approach for

transductive multi-label recognition under linear classifica-

tion settings is matrix completion. In this study we introduce

non-linear matrix completion (NLMC), thus extending clas-

sical linear matrix completion techniques to the non-linear

case. Together with the theory grounding the model, we

propose an efficient optimization solver. As shown by our

extensive experimental validation on two publicly available

datasets, NLMC outperforms state-of-the-art methods when

recognizing emotions from abstract paintings.

1. Introduction

Beyond the automatic recognition of objective proper-

ties of images, in the past few years the computer vision re-

search community successfully invested large efforts in the

systematic characterization of subjective properties from vi-

sual cues. Image aesthetics [27, 45, 26], portrait beauty

assessment [31], meaningful texture selection [7], memo-

rability gaugement [13], emotion recognition [28] and cre-

ativity [30] are examples of such subjective vision-based

recognition tasks. Remarkably, researchers made a tremen-

dous progress in the automatic analysis of artworks target-

ing a diverse range of tasks, such as inferring paintings

styles [23], studying the influences between artists and art

movements [37], distinguishing authentic drawings from

Figure 1. Sample abstract paintings of the MART dataset: which

one does elicite in you a positive or a negative emotion?

imitations [12], automatically generating artworks [34] and

assessing evoked emotions [32, 46]. Figure 1 shows exam-

ples of abstract paintings from the MART dataset eliciting

positive and negative emotions: which one does what?1

The particular case of the automatic analysis of modern

art is exciting and challenging for the research community,

since the artist aims to convey strong and deep emotional

content to the observer. Indeed, artists immersed into the

abstract art movement tend to enhance the non-figurative

component and to express “only internal truths, renounc-

ing in consequence all consideration of external form” [18].

Subsequently, when analysing modern art paintings, it is of

utmost importance to study the relationship between visual

features (e.g. colour, shapes, textures) and evoked emotions.

In other words, it is crucial, and even more intriguing, to de-

sign vision-based learning models able to exploit this link

and to predict the emotion evoked by a particular paint-

ing. It is therefore unsurprising that there exist several at-

tempts to develop computational approaches for analysing

people’s emotional experience in reaction to modern art-

works [25, 44, 46, 33, 32]. Most of these studies rely on ad-

vanced computer vision and machine learning approaches

for emotionally categorising artworks [25, 46, 32] and for

inferring the parts of the paintings responsible for evoking

specific feelings [44]. Other studies investigate how the tex-

1 Theansweris.Filledboxescorrespondtonegativeemotions.
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Figure 2. Overview of the proposed non-linear matrix completion

framework for abstract painting analysis. Multiple and possibly

noisy labels (i.e. emotion and painting technique) are estimated

from the kernel matrix within a transductive setting, where both

the training and testing features (and thus the full kernel matrix)

are available at training time.

tual component (the title and the description of a painting)

influences the observer’s perceptual experience [33].

Importantly, the automatic analysis of modern artworks

is challenging for different reasons. First of all, annotat-

ing artworks with perceptual attributes is extremely time

consuming and requires the development of ad-hoc crowd-

sourcing platforms together with further post-processing to

account for inter-subject and painting variability. Even if

conducted under controlled settings, the outcome of this

process may lead to noisy and/or missing labels. Second,

while the textual component has shown to influence the ob-

server’s perception, the title and the description of paint-

ings are very heterogeneous, pithy and not always available.

Third, the emotional content is strongly related to other

characteristics of the painting, such as the painting tech-

nique, the artist or even the creation year. Consequently,

we believe that the automatic analysis of modern artworks

should be done (i) in a transductive setting so all the visual

features, including those of the unlabeled samples, are used

for learning and (ii) using multi-label methods able to ex-

ploit the relations between different latent variables.

Up to the authors’ knowledge one of the most success-

ful transductive multi-label learning frameworks is matrix

completion (MC) [9]. Previous works have proven MC

to be an effective approach for different computer vision

tasks such as multi-label image classification with noisy

labels [5], image retrieval and tagging [41, 6], manifold

correspondence finding [20] and head/body pose estima-

tion [2, 1]. Until now, matrix completion approaches were

tied to assume a linear classification model. In this paper we

introduce the first method for non-linear classification with

matrix completion and name it non-linear matrix comple-

tion (NLMC). Figure 2 shows an overview of the proposed

NLMC approach: multiple and possible noisy training la-

bels are used together with the full (training and testing)

kernel matrix to estimate the testing labels. Intuitively, we

extend the linear MC to non-linear kernels, where the im-

plicit kernel features may be of infinite dimension, provid-

ing all the necessary theoretical background. We show that

the problem can be cast into a finite-dimension optimiza-

tion problem, for which we only need the kernel matrices

(and not the features themselves). Finally, we report the

method’s performance with an extensive set of experiments

conducted on two publicly available datasets for emotion

recognition from abstract paintings.

Contributions. This paper has several contributions:

• Introducing the very first non-linear learning approach

within the well-known matrix completion philosophy

and its application to the emotion recognition problem

from abstract paintings (we provide all the necessary

theoretical background to support the formalization of

the method).

• Casting the learning problem using the implicit (po-

tentially infinite-dimensional) features into a non-

linear optimization problem for which only the (finite-

dimensional) kernel matrix is required, and not the im-

plicit features.

• Reporting an extensive experimental campaign on the

only two publicly available datasets for emotion recog-

nition from abstract paintings.2 In this regard, we com-

pare the accuracy in two tasks: emotion recognition

and joint painting technique and emotion recognition,

showing the advantage of the proposed approach over

state-of-the-art methods on transductive learning and

on emotion recognition from abstract paintings.

2. Related Work

In this section we discuss previous works related to (i)

visual learning models for emotional analysis of abstract

paintings and (ii) matrix completion.

2.1. Painting Emotion Recognition

Nowadays, there is an increasing research interest on

developing computational models for emotion analysis of

modern art paintings. Previous works investigated the role

of several visual features (e.g. color, shape and texture)

when predicting the emotion conveyed by the artworks to

the observers. Yanulevskaya et al. [43] proposed an emo-

tion categorization approach based on the aggregation of lo-

cal image statistics and Support Vector Machines (SVM).

2We are in private communication with the authors of [3], but the

dataset is still unavailable due to copyright issues.
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