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We present further empirical and qualitative results for
both image and video description. For the image descrip-
tion task, we explore averaging weight vectors before trans-
fer, illustrate errors made by the model when no unpaired
text data is used during training and provide descriptions
generated by DCC for a large variety of novel object cat-
egories in ImageNet. For the video description task, we
include results when training the language model with an
external text corpora and more DCC descriptions of novel
objects in video.

1. Image Description

1.1. Transferring from Multiple Words

In the main paper, we transfer the most similar word in
the paired image-sentence data to new objects in the multi-
modal unit. However, we could also average weights across
multiple similar words before transfer. For direct transfer,
averaging weights before transfer hurts performance sub-
stantially. In contrast, averaging weights before delta trans-
fer does not significantly impact results (Table 1).

1.2. Transfer with No Language model

As mentioned in the paper, if unpaired text data is not
used to train the language model, descriptions are poor be-
cause the caption model never learns good language fea-
tures for new object categories. This is illustrated in Fig-
ure 1. Though a model which is trained on paired image-
sentence data and unpaired image data can insert new words
into a sentence, the generated sentences are not cohesive
because the underlying language model has never seen the
new object categories. For example, without training on
unpaired text data, the model produces repetitive sentences
like “A zebra with several zebra and zebra of zebra.” or
ungrammatical phrases like “a pizza bowl of food”.

∆T (N=1) ∆T (N=5) ∆T (N=15)
F1 34.89 34.60 34.98
BLEU-1 64.00 63.96 63.95
METEOR 20.86 20.88 20.88

Table 1: Image Description: Comparison of delta transfer method
when averaging N closest weight vectors before transfer. Aver-
aging weight vectors before transfer has little impact on perfor-
mance.

1.3. Qualitative Analysis of ImageNet Descriptions

Comparison to sentences generated with no transfer
Figure 2 compares generated sentences for new object cat-
egories before and after transfer and also indicates which
word in the paired image-sentence data is transferred to
each new word. DCC does not simply substitute words
seen in the image-sentence data with new object categories.
Rather, subsequent words in the sentence are impacted by
the use of a new vocabulary word. Consider the image of the
candelabra in the top row of Figure 2. Without transfer, the
model describes “A table with a vase of flowers in it.”. How-
ever, after transfer, the model describes “A candelabra is
sitting on a table in a room.” Though the word vase is trans-
ferred to the word candelabra, candelabra is described dif-
ferently. This is possibly because the language model learns
to describe the words “vase” and “candelabra” in slightly
different ways. For example, “flowers” are not frequently
in candelabras. Furthermore, sentences generated before
transfer do not necessarily include the known word which
is transferred to the new category. Consider the image of
the centrifuge in the second row of Figure 2. Though the
word “refrigerator” is transferred to the word “centrifuge”,
the sentence generated before transfer does not include the
word “refrigerator”. However, the word “centrifuge” is ac-
curately described after transfer.

Successful Descriptions We highlight sentences gener-
ated by DCC in Figure 3, 4, and 5. By placing different
images of the same object side-by-side, we can compare
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Figure 1: Image Description: Example captions generated by
DCC direct transfer with and without pretraining the language
model with unpaired text data. Without pretraining on text data,
generated sentence fluency is poor. For example, the model will
repeat the word “zebra” or insert a ungrammatical phrase like
“pizza bowl of food”.

how the same object is described in different contexts. For
example, in Figure 3, a gecko is described as “A person
holding a gecko in their hand” and “A gecko is standing on
the branch of a tree” demonstrating that DCC is able to de-
scribe a single object in a variety of ways to reflect different
visual contexts.

Errors We highlight common errors generated by DCC.
Figure 6 shows examples in which the description does not
mention the new object category, but is still highly relevant.
Sometimes, DCC produces accurate descriptions without
mentioning the new object category. Other times, DCC cor-
rectly describes other elements of the scene, but misclassi-
fies the new object category. For example, in Figure 6 right,
the model classifies the “alpaca” as a “sheep”.

Figure 7 provides examples of descriptions which do in-
clude a new object category, but describe it in the incorrect
context. DCC commonly hallucinates objects which are
likely given the object context. For example, when describ-
ing an amphitheater, DCC produces the sentence “A group
of people standing around a amphitheater” even though no
people are present in the image. Such errors can be caused
because the language model learns that people and am-
phitheaters occur together or because the lexical classifier
mistakenly classifies “people” in the image. When describ-
ing new types of buildings (e.g. chapel, fortress, or watch-
tower), DCC will frequently include the word “clock” in
the description. This is likely because MSCOCO vocab-
ulary words like “tower” and “building” which are trans-
ferred to new words like “chapel” are frequently pictured
with clocks. Sometimes the model includes objects in the
description which are not contextually likely. For exam-
ple, when describing a little girl in a tutu, the model also
describes an umbrella. This is likely because the visual fea-
tures for “umbrella” overpower the language model. De-
scribing objects out of context is common for images which
include a single object and a monochromatic background,
as is commonly seen in ImageNet images. Because only
one object strongly activates the lexical layer, the model will

Model (Video, WebCorpus LM) METEOR F1
Baseline (No Transfer) 28.4 0.0
+ DT 28.4 13.3
+ ILSVRC Videos (No Transfer) 28.8 0.0
+ ILSVRC Videos + DT 28.8 13.7

Table 2: Video Description: METEOR scores across the test
dataset and average F1 scores for the four held-out categories (All
values in %). The DCC models were trained on videos with 4 ob-
jects removed and the language model were trained on WebCorpus
sentences.

frequently hallucinate objects which are not present in the
image (e.g., “A man is sitting on a bench with a chainsaw”
when there is no man or bench).

Figure 8 provides examples of grammatical errors. As
mentioned in the main paper, grammatical errors arise when
a poor word is chosen for transfer. Examples of poor gram-
matical sentences when the word “dog” is transferred to
“foxhunting” and the word “frisbee” is transferred to “tram-
poline” are shown in Figure 8. Another common grammati-
cal mistake is for the model to list two objects in a row such
as a “vole bear” or for the object to repeat a phrase such
as “a unicycle on a unicycle”. One possible explanation
for such errors is that the pretrained language model does
not learn good language features for these words. Conse-
quently, after a new word is generated, the model generates
a poor subsequent word.

Finally, Figure 9 shows images with irrelevant captions.

2. Video Description
2.1. Empirical Results

As was presented for image description in the main pa-
per, we also explore the effects of training the language
model used for video description with out-of-domain un-
paired text data in Table 2. Comparing to Table 4 in the
main paper, METEOR drops when training the language
model with out-of-domain unpaired text (29.1 to 28.8 when
including ImageNet videos during training and using trans-
fer). The F1-score also drops when trained with ImageNet
videos, but without training on ImageNet videos the F1-
score actually increases from 6.0 to 13.3.

2.2. Qualitative Results

We present qualitative results on ImageNet videos. The
lexical classifier is trained with ImageNet and MSVD
videos and the language model is trained with in-domain
text data. In addition to the objects held-out in the main
paper (“zebra”, “hamster”, “broccoli”, and “turtle”) we
also describe videos which include the objects “fox” and
“whale”. The caption model is never provided any paired
video-sentence data which include these objects during
training. In Figure 10, we show the top five captions pre-
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Figure 2: Image Description: Comparison of descriptions generated by DCC for a variety of ImageNet objects with and without transfer.
X → Y indicates that the known word X is transferred to the new word Y. DCC does not simply substitute new words in place of words
present in image-text data. Further, the sentences generated by a model without transfer do not need to contain the word X for the sentences
generated by a model after transfer to include the word Y.

dicted by DCC for videos which include “whale”, “fox”,
and “hamster”. For “whale” and “hamster”, DCC predicts
the correct object in the most probable caption. However,
for “fox” the model predicts that “dog” is more probable
than “fox”, though “fox” is predicted in the second most
probably caption.

Figure 11 compares descriptions generated by the model
without transfer and after transfer. The model is correctly
able to identify and generate sentences to describe “ham-
ster”, “lion”, “turtle”, “whale”, and “zebra” after transfer.
In comparison to the sentences produced by the model be-
fore transfer, the sentences generated after transfer describe
the object and the context more accurately e.g. in the video
containing a “whale”, the sentence before transfer says “A
woman is riding a jet ski” whereas after transfer DCC says
“A whale is swimming” which appropriately describes the
object (whale) and the context (swimming) correctly.

Figure 10 also includes an example where the model has
difficulty choosing the correct object. The five highest prob-
ability results each include a different animal in the descrip-
tion which indicates that the model is unsure which object
is present.
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A person is holding a gecko 

in their hand.

G
ec

ko

A gecko is standing on a 

branch of a tree.

C
oy

ot
e

A coyote is standing in 

the middle of a field.

A coyote is standing in 

the snow.

W
ar

sh
ip

A warship is sitting on the 

water.

A large group of people 

standing around a warship.

B
lim

p

A large blimp in a blue sky. A large white blimp on a 

field.

V
er

an
da

h

A large verandah is in the 

middle of a house.

A verandah is sitting on the 

side of a window.

Fi
n

ch

A finch standing on a small 

branch.

A finch standing on a tree 

branch.

C
ro

co
di

le

A large crocodile in a small 

body of water.

A man standing on a beach 

with a large crocodile.

H
ye

n
a

A hyena is standing in the 

grass.

A hyena is standing in the 

dirt.

Figure 3: Image Description: Example DCC descriptions for eight different objects. DCC is able to describe objects in different contexts.
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A display of food in a 

delicatessen on display.

D
el

ic
at

es
se

n

A woman in a delicatessen 

on a counter. top.

Sk
un

k

A black and white 

skunk is eating grass.

A black and white skunk is 

laying on a white surface.

Ly
ch

ee

A couple of lychee are 

sitting on a table.

A bunch of lychee are in a 

box.

H
ol

la
n

da
is

e

A plate of food with a fork 

and a hollandaise.

A plate with a sandwich and 

a hollandaise.

T
ou

ca
n

A yellow and black toucan 

is sitting on a branch.

A close up of a toucan on a 

green field.

Sa
ri

A woman in a sari is sitting 

on a bed.

A woman is standing in a 

blue sari.

Fo
ot

br
id

ge

A man is standing on a 

footbridge.

 A large body of water with 

a footbridge.

R
hu

ba
rb

A green rhubarb with a 

green plant on it.

A red and white rhubarb is 

sitting on a table.

Figure 4: Image Description: Example DCC descriptions for eight different objects. DCC is able to describe objects in different contexts.
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Figure 5: Image Description: Example DCC descriptions for eight different objects. DCC is able to describe objects in different contexts.
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A close up of a bowl of 

food on a table.

D
um

p
lin

g

A dog laying on a grass 

covered in a field.

A large crowd of people 

standing around a large room.

A sheep standing in a 

field with a fence.

D
in

go

D
is

co
th

eq
ue

A
lp

ac
a

Figure 6: Image Description: Example descriptions generated by DCC which are relevant, but do not describe a new object category.
Sometimes new objects are misclassified (e.g., “sheep” instead of “alpaca”) but still describe the correct context. Other times, the new
object category is not needed to accurately describe the image.

Figure 7: Image Description: Example descriptions generated by DCC in which a new object is described, but the context is described
incorrectly. This is especially common in images, like the image of the chainsaw on the far right, which only include a single object on a
monochromatic background.

A group of people standing 

around a foxhunting on a field.

Fo
xh

un
ti

n
g

A young boy is playing 

a game of trampoline.

A vole bear is sitting in a field. A woman is riding a 

unicycle on a unicycle.

T
ra

m
p

ol
in

e

V
ol

e

U
n

ic
yc

le

Figure 8: Image Description: Example descriptions generated by DCC with poor grammar. Poor grammar can be caused by a poor transfer
word (the transfer words for “foxhunting” and “trampoline” are “dog” and “frisbee” respectively) or because the language model learns
poor language features for the new object category.

Figure 9: Image Description: Though most descriptions are relevant, some descriptions are incorrect.
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A dog is playing with a dog.
A fox is playing.
A fox is eating.
A cat is playing.
A dog is playing.

A whale is swimming.
A whale is swimming in the water.
A man is playing a guitar.
A turtle is swimming.
A whale is swimming in water.

A hamster is eating.
A hamster is eating sunflower seeds.
A hamster is eating something.
A hamster is drinking water.
A hamster is drinking water from a cup.

A dog is playing with a dog.
A antelope is eating grass.
A fox is eating.
A lion is eating.
A dog is running.

Figure 10: Video Description: Five most likely captions generated by DCC on novel objects unseen in paired training data. Captions are
sorted by likelihood with the top caption corresponding to the most likely caption.

No Transfer: A woman is riding a jet ski.

DCC: A whale is swimming.

No Transfer: A woman is riding a horse.

DCC: A lion is riding.

No Transfer: A horse is riding on a horse.

DCC: A zebra is walking around in the wild.

No Transfer: A man is playing guitar.

DCC: A turtle is playing.

No Transfer: A cat is playing.

DCC: A hamster is eating.

No Transfer: A man is playing a guitar.

DCC: A whale is swimming.

Figure 11: Video Description: Comparison of descriptions generated by DCC for some of the objects in the ImageNet video dataset with
and without transfer. Note that our model does not simply substitute added words in the place of words present in paired image-sentence
data.
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