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Figures 1, 2 and 3 are extensions to Fig. 5 in
the original paper. These figures each show the spar-
sification curves for three frames of the KITTI2012
dataset [1]. To give a fair overview of good and bad
examples, we ranked the frames depending on the ben-
efit of our training data. As we ran multiple combi-
nations of query algorithm (SGM [4] and SPS [6]) and
confidence prediction algorithm (Ensemble [2], GCP [5],
Park [3]), we decided to base the ranking on the com-
bination with the lowest total Area Under the Sparsifica-
tion Curve (AUSC) which turned out to be ”SGM-Park”
(see Tab. 1 in the original paper). Thus, we used the ra-
tio AUSCSGM−Park−Ours/AUSCSGM−Park−Laser for
ranking the frames of the KITTI training dataset in ascend-
ing order. Based on this ranking we selected the three best
frames (Fig. 1), the three frames around the median index
(Fig. 2) and the three worst frames (Fig. 3).

For each of these nine frames we show two additional
figures (one for SGM [4] (Fig. 4-12) and one for SPS [6]
(Fig. 13-21)). Each of these figures shows the RGB input
image, the depth image produced by the query algorithm
(SGM or SPS), the label images generated with the laser
ground truth [1] and with our approach, as well as the con-
fidence prediction output for all combinations of confidence
prediction algorithm (Ensemble [2], GCP [5], Park [3]) and
training data (Laser [1] and Ours).

For the label image generation, note that the amount of
generated positive training data is strongly influenced by the
camera motion. We require at least one reference measure-
ment which is more accurate than the query measurement
and has a minimum relative observation angle of at least
10◦ (compare Fig. 4 and Fig. 9). This leads to a low cover-
age in the middle of the road, while on the side of the image
the labels are more dense.

For the confidence prediction, note that the prediction
output trained on our label images (Ours) is less noisy and
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impact of the distance to border features becomes smoother
(e.g. Fig. 4 left margin and bottom right corner of the im-
age). It seems that the random forests over-fit if we only use
the limited amount of label images generated with the laser
ground truth. In contrast, our more diverse training data re-
duces the chance of over-fitting, which in turn leads to an
improved overall prediction performance.

As a matter of completeness, Figure 22 shows a differ-
ent version of Fig. 6 in the original paper. While Fig. 6 in
the original paper shows the mean, minimum and maximum
values across the three confidence prediction approaches
(Ensemble [2], GCP [5], Park [3]), Fig. 22 shows each ap-
proach individually. The sequences in Fig. 22 were sorted
by the optimal AUSC values.
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(a) SGM Frame 102 (details in Fig. 10).
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(b) SPS Frame 102 (details in Fig. 19).
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(c) SGM Frame 56 (details in Fig. 7).
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(d) SPS Frame 56 (details in Fig. 16).
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(e) SGM Frame 0 (details in Fig. 4).
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(f) SPS Frame 0 (details in Fig. 13).

Figure 1. Sparsification curves for the three best frames with (102,56, and 0) of the KITTI training dataset. The ranking was obtained by
the ratio AUSCSGM−Park−Ours/AUSCSGM−Park−Laser . We display all combinations of query algorithm (SGM [4] and SPS [6]),
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). As a baseline method we also show
the Left-Right disparity Difference (LRD).



 

 

GCP-Laser
GCP-Ours
Park-Laser
Park-Ours
Ensemble-Laser
Ensemble-Ours
LRD
Optimum

SGM Rank 92 Frame 85

B
ad

p
ix
el

ra
te

[1
]

Sparsification [1]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035

0.04

0.045

0.05

(a) SGM Frame 85 (details in Fig. 8).
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(b) SPS Frame 85 (details in Fig. 17).
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(c) SGM Frame 126 (details in Fig. 11).
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(d) SPS Frame 126 (details in Fig. 20).
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(e) SGM Frame 88 (details in Fig. 9).
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(f) SPS Frame 88 (details in Fig. 18).

Figure 2. Sparsification curves for the three median frames (85,126,88) of the KITTI training dataset. The ranking was obtained by
the ratio AUSCSGM−Park−Ours/AUSCSGM−Park−Laser . We display all combinations of query algorithm (SGM [4] and SPS [6]),
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). As a baseline method we also show
the Left-Right disparity Difference (LRD).
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(a) SGM Frame 151 (details in Fig. 12).
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(b) SPS Frame 151 (details in Fig. 21).
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(c) SGM Frame 35 (details in Fig. 5).
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(d) SPS Frame 35 (details in Fig. 14).
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(e) SGM Frame 42 (details in Fig. 6).
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(f) SPS Frame 42 (details in Fig. 15).

Figure 3. Sparsification curves for the three worst frames (151,35,42) of the KITTI training dataset. The ranking was obtained by the ratio
AUSCSGM−Park−Ours/AUSCSGM−Park−Laser . We display all combinations of query algorithm (SGM [4] and SPS [6]), confidence
prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). As a baseline method we also show the
Left-Right disparity Difference (LRD).



Figure 4. Visual comparison of outputs for frame 0 and SGM [4] as query algorithm (rank 3 - best). Top row: RGB input image and
SGM [4] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 5. Visual comparison of outputs for frame 35 and SGM [4] as query algorithm (rank 185 - worst). Top row: RGB input image and
SGM [4] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 6. Visual comparison of outputs for frame 42 and SGM [4] as query algorithm (rank 186 - worst). Top row: RGB input image and
SGM [4] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 7. Visual comparison of outputs for frame 56 and SGM [4] as query algorithm (rank 2 - best). Top row: RGB input image and
SGM [4] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 8. Visual comparison of outputs for frame 85 and SGM [4] as query algorithm (rank 92 - median). Top row: RGB input image and
SGM [4] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 9. Visual comparison of outputs for frame 88 and SGM [4] as query algorithm (rank 94 - median). Top row: RGB input image and
SGM [4] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 10. Visual comparison of outputs for frame 102 and SGM [4] as query algorithm (rank 1 - best). Top row: RGB input image and
SGM [4] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 11. Visual comparison of outputs for frame 126 and SGM [4] as query algorithm (rank 93 - median). Top row: RGB input image and
SGM [4] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 12. Visual comparison of outputs for frame 151 and SGM [4] as query algorithm (rank 184 - worst). Top row: RGB input image and
SGM [4] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 13. Visual comparison of outputs for frame 0 and SPS [6] as query algorithm (rank 3 - best). Top row: RGB input image and SPS [6]
depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed with laser
ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue is ignored
during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of confidence
prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low confidence)
to white (high confidence).



Figure 14. Visual comparison of outputs for frame 35 and SPS [6] as query algorithm (rank 185 - worst). Top row: RGB input image and
SPS [6] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 15. Visual comparison of outputs for frame 42 and SPS [6] as query algorithm (rank 186 - worst). Top row: RGB input image and
SPS [6] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 16. Visual comparison of outputs for frame 56 and SPS [6] as query algorithm (rank 2 - best). Top row: RGB input image and
SPS [6] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 17. Visual comparison of outputs for frame 85 and SPS [6] as query algorithm (rank 92 - median). Top row: RGB input image and
SPS [6] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 18. Visual comparison of outputs for frame 88 and SPS [6] as query algorithm (rank 94- median). Top row: RGB input image and
SPS [6] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 19. Visual comparison of outputs for frame 102 and SPS [6] as query algorithm (rank 1 - best). Top row: RGB input image and
SPS [6] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 20. Visual comparison of outputs for frame 126 and SPS [6] as query algorithm (rank 93 - median). Top row: RGB input image and
SPS [6] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).



Figure 21. Visual comparison of outputs for frame 151 and SPS [6] as query algorithm (rank 184 - worst). Top row: RGB input image and
SPS [6] depthmap. The color in the depth images ranges from blue (far away) to red (very close). Second row: Label images computed
with laser ground truth and with our approach. In the label images the color green stands for positive samples, red for negative and blue
is ignored during training and evaluation. In the remaining rows, we display the confidence prediction output for all combinations of
confidence prediction algorithm (Ensemble [2], GCP [5], Park [3]) and training data (Laser and Ours). The color ranges from black (low
confidence) to white (high confidence).
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Figure 22. Area under the Sparsification Curve (AUSC) values for all frames of the KITTI training dataset minus the eight frames used
for training. The frames were sorted according to the optimal area under the curve value. We display all combinations of query algorithm
(SGM [4] and SPS [6]), confidence prediction algorithm (Ensemble [2],GCP [5],Park [3]) and training data(Laser and Ours). As a baseline
method we also show the Left-Right disparity Difference (LRD).


