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This supplementary file presents qualitative human pose estimation results on LSP [2], FLIC [5], and Image Parse [4]
datasets in Figure 2-5. Approaches in comparison include Pishchulin et al. [3],Tompson et al. [6], Chen and Yuille [1], and
the proposed approach. PDJ curve of each body joint for the Image Parse dataset [4] is also shown in Figure 1. Please refer
to the captions for the detailed discussion.

Additionally, the heat-maps generated by the first two message passing layers are visualized in Figure 6. Four examples
are shown in Figure 6. For each example, the first row visualizes the predicted pose and the heat-maps generated by the first
message passing layer, and the second row shows the predicted pose and the heat-maps generated by the second message
passing layer.
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Figure 1. PDJ curve of each body joint on the Image Parse dataset.
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Figure 2. Additional results on LSP dataset.
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Figure 3. Qualitative comparison of estimated poses on the LSP dataset. We compare our approach (1st row) with Chen and Yuille [1] (2nd
row) and Pishchulin et al. [3] (3rd row).
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Figure 4. Qualitative comparison of estimated poses on the FLIC dataset. We compare our approach (1st row) with Chen and Yuille [1]
(2nd row) and Tompson et al. [6] (3rd row). Note that Tompson et al. [6] used additional data (FLIC-plus dataset [6]) for training, and
there is no nose in their published results. 4



Figure 5. Additional results on the Image Parse dataset.
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Figure 6. From left to right: predicted pose and the correspondent heat-maps for some exemplar joints. For each example, the first row
visualizes the predicted pose and the heat-maps generated by the first message passing layer, and the second row shows the predicted pose
and the heat-maps generated by the second message passing layer.
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