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Abstract

Training object class detectors typically requires a large

set of images with objects annotated by bounding boxes.

However, manually drawing bounding boxes is very time

consuming. In this paper we greatly reduce annotation

time by proposing center-click annotations: we ask anno-

tators to click on the center of an imaginary bounding box

which tightly encloses the object instance. We then incor-

porate these clicks into existing Multiple Instance Learn-

ing techniques for weakly supervised object localization, to

jointly localize object bounding boxes over all training im-

ages. Extensive experiments on PASCAL VOC 2007 and

MS COCO show that: (1) our scheme delivers high-quality

detectors, performing substantially better than those pro-

duced by weakly supervised techniques, with a modest ex-

tra annotation effort; (2) these detectors in fact perform in a

range close to those trained from manually drawn bounding

boxes; (3) as the center-click task is very fast, our scheme

reduces total annotation time by 9× to 18×.

1. Introduction

How can we train high-quality computer vision models

with minimal human annotation effort? Obtaining train-

ing data is especially costly for object class detection, the

task of detecting all instances of a given object class in an

image. Typically, detectors are trained under full supervi-

sion, which requires manually drawing tight object bound-

ing boxes in a large number of training images. This takes

time: annotating the popular ILSVRC dataset [52] required

about 35s per bounding box, using a crowd-sourcing tech-

nique optimized for efficient bounding box annotation [66]

(more details in Sec. 2).

Object detectors can also be trained under weak super-

vision using only image-level labels. While this is substan-

tially cheaper, the resulting detectors typically deliver only

about half the accuracy of their fully supervised counter-

parts [6, 7, 8, 11, 13, 29, 54, 61, 62, 63, 75]. In this paper,

we aim to minimize human annotation effort while produc-

ing high-quality detectors. To this end we propose annotat-

ing objects by clicking on their center.

Clicking on an object can be seen as the human-

computer-interaction equivalent of pointing to an object.

Pointing is a natural way for humans to communicate that

emerges early during cognitive development [69]. Human

pointing behavior is well-understood in human-computer

interaction, and can be modeled mathematically [65]. For

the purpose of image annotation, clicking on an object

is therefore a natural choice. Clicking offers several ad-

vantages over other ways to annotate bounding boxes:

(1) is substantially faster than drawing bounding boxes [66],

(2) requires little instructions or annotator training com-

pared to drawing [66] or verifying bounding boxes [46,

53, 66], because it is a task that comes natural to humans,

(3) can be performed using a simple annotation interface

(unlike bounding box drawing [66]), and requires no spe-

cialized hardware (unlike eye-tracking [45]). Note that the

scheme we propose does not require a human-in-the-loop

setup [12, 46, 47, 72, 24]: clicks can be acquired separately,

independently of the detector training framework used.

Given an image known to contain a certain object class,

we ask annotators to click on the center of an imaginary

bounding box enclosing the object (center-click annota-

tions). These clicks provide reliable anchor points for the

full bounding box, as they provide an estimate of its cen-

ter. Moreover, we can also ask two different annotators to

provide center-clicks on the same object. As their errors

are independent, we can obtain a more accurate estimate of

the object center by averaging their click positions. Inter-

estingly, given the two clicks, we can even estimate the size

of the object, by exploiting a correlation between the object

size and the distance of the click to the true center (error).

As the errors are independent, the distance between the two

clicks increases with object size. This enables to estimate

size based on the distance between the clicks. As a novel

component of our crowd-sourcing protocol, we introduce a

stage to train the annotators based on synthetic polygons.

This enables generating an arbitrarily large set of training

questions without using any manually drawn bounding box.

Moreover, we derive models of the annotator error directly

from this polygon stage, and use them later to estimate ob-

ject size in real images.
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Figure 1. The workflow of our crowd-sourcing framework for collecting click annotations. The annotators read a set of instructions

and then go through an interactive training stage that consists of a simple qualification test based on synthetic polygons. After completing

it, they receive a detailed feedback on how well they performed. Annotators who successfully pass the qualification test can proceed to the

annotation stage. In case of failure, they can repeat the test as many times as they want.

We incorporate these clicks into a reference Multiple

Instance Learning (MIL) framework which was originally

designed for weakly supervised object detection [11]. It

jointly localizes object bounding boxes over all training im-

ages of an object class. It iteratively alternates between re-

training the detector and re-localizing objects. We use the

center-clicks in the re-localization phase, to promote select-

ing bounding boxes compatible with the object center and

size estimated based on the clicks.

Based on extensive experiments with crowd-sourced

center-clicks on Amazon Mechanical Turk for PASCAL

VOC 2007 and simulations on MS COCO, we demonstrate

that: (1) our scheme incorporating center-click into MIL de-

livers better bounding boxes on the training set. In turn, this

lead to high-quality detectors, performing substantially bet-

ter than those produced by weakly supervised techniques,

with a modest extra annotation effort (less than 4h on the

entire PASCAL VOC 2007 trainval); (2) these detectors in

fact perform in a range close to those trained from manually

drawn bounding boxes; (3) as the center-click task is very

fast, our scheme reduces total annotation time by 9× (one

click) to 18× (two clicks); (4) given the same human an-

notation budget, our scheme outperforms the recent human

verification scheme [46], which was already very efficient.

2. Related work

Time to draw a bounding box. The time required to

draw a bounding box varies depending on several factors,

including the desired quality of the boxes and the particu-

lar crowdsourcing protocol used. In this paper, as an au-

thoritative reference we use the protocol of [66] which was

used to annotate ILSVRC [52]. It was designed to produce

high-quality bounding boxes with minimal human annota-

tion time on Amazon Mechanical Turk, a popular crowd-

sourcing platform. They report the following median times

for annotating an object class in an image [66]: 25.5s for

drawing one box, 9.0s for verifying its quality, and 7.8s

for checking whether there are other objects of the same

class yet to be annotated (in which case the process repeats).

Since we only consider localizing one object per class per

image, we use 25.5s + 9.0s = 34.5s as the reference time

for manually annotating a high-quality bounding box. This

is a conservative estimate: when taking into account that

some boxes are rejected in the second step and need to be

re-drawn multiple times until they are correct, the median

time increases to 55s. If we use average times instead of

medians, the cost raises further to 117s.

We use 34.5s as reference both for PASCAL VOC [17],

which has objects of comparable difficulty to ILSVRC [52],

and for COCO [39], which is more difficult. Both datasets

have high-quality bounding boxes, which we use as refer-

ence for comparisons to our method.

Weakly-supervised object localization (WSOL). These

methods are trained from a set of images labeled only as

containing a certain object class, without being given the lo-

cation of the objects [6, 7, 8, 10, 13, 29, 54, 61, 62, 63, 75].

The goal is to localize the objects in these training images

while learning an object detector for localizing instances in

new test images. Recent work on WSOL [6, 7, 8, 10, 29, 62,

63, 75] has shown remarkable progress thanks to Convolu-

tional Neural Nets (CNNs [20, 34]). However, learning a

detector without location annotations is difficult and perfor-

mance is generally about half that of their fully supervised

counterparts [6, 7, 8, 10, 13, 29, 54, 61, 62, 63, 75].

WSOL is often addressed as a Multiple Instance Learn-

ing (MIL) problem [6, 10, 13, 14, 59, 61, 62, 63]. In this

paper, we use MIL as our basis and augment it with center-

click supervision.
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aeroplane bicycle bus

Figure 2. Instruction Examples: (left) the desired box center may

not be on the object, (middle) if the object instance is truncated,

click on the center of the visible part and (right) if multiple in-

stances are present, click on the center of any one of them.

Click supervision. Click annotation schemes have been

used in part-based detection to annotate part locations of an

object [9, 74], and in human pose estimation to annotate

key-points of human body parts [26, 49, 56]. Click super-

vision has also been used to reduce the annotation time for

semantic segmentation [4, 23, 5, 76]. Recently, Bearman

et al. [4] collected clicks by asking the annotators to click

anywhere on a target object. In Sec. 5.1, we show that our

center-click annotations outperforms these click-anywhere

annotations for object class detection. Finally, Mettes et

al. [42] proposed to annotate actions in videos with click

annotations. Our work also offers other new elements over

the above works, e.g. estimating object area from two clicks

and training annotators with synthetic polygons.

Other ways to reduce annotation cost. Researchers tried

to learn object class detectors from videos, where the spatio-

temporal continuity facilitates object localization [28, 38,

48, 36, 68]. An alternative direction is transfer learning,

where an appearance model for a new class is learned

from bounding box annotations on examples of related

classes [3, 18, 21, 22, 35, 37, 50]. Eye-tracking data can

be seen as another type of pointing to an object. Such data

have been used as a weak supervisory signal to localize ob-

jects on images [41, 45] or videos [57, 40].

Recently, Papadopoulos et al. [46] proposed a very effi-

cient framework for training object class detectors that only

requires humans to verify bounding boxes produced by the

learning algorithm. We compare with [46] in Sec. 5.

3. Crowd-sourcing clicks

We now describe the main components of our crowd-

sourcing workflow, which is illustrated in Fig. 1.

3.1. Instructions

Our annotators are given an image and the name of the

target class. Unlike [4] where annotators are asked to click

anywhere on a target object, we want them to click on

the center of an imaginary bounding box around the object

(Fig. 2). This definition of center is crucial, as it provides

a strong anchor point for the actual bounding box location.

However, humans have a tendency to click on the center

of mass of the object, which gives a less precise anchor

point for the box location. We therefore carefully phrase

our instructions as: “imagine a perfectly tight rectangular
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The distance between your click and the real 

center is 15 pixels 

The distance between your click and the real 

center is 60 pixels 

Figure 3. Examples that the annotators receive as feedback. For

each example, we provide the real center of the polygon (yellow

dot), their click (green or red dot) and the Euclidean distance be-

tween the two.

box around the object and then click as close as possible to

the center of this imaginary box”. For concave objects, the

box center might even lie outside the object (Fig. 2-left).

We also include explanations for special cases: If an ob-

ject is truncated (i.e. only part of it is visible), the annotator

should click on the center of the visible part (Fig. 2-middle).

If there are multiple instances of the target class, one should

click on the center of only one of them (Fig. 2-right).

In order to let annotators know approximately how long

the task will take, we suggest a time of 3s per click. This

is an upper bound on the expected annotation time that we

estimated from a small pilot study.

3.2. Annotator training

After reading the instructions, the annotators go through

the training stage. They complete a simple qualification

test, at the end of which we provide detailed feedback on

how well they performed. Annotators who successfully

pass this test can proceed to the annotation stage. In case

of failure, annotators can repeat the test until they succeed.

Qualification test. Qualification tests have been success-

fully used for enhancing the quality of the crowd-sourced

data and filtering out bad annotators and spammers [2, 16,

27, 32, 52, 66]. This happens because some annotators pay

little to no attention to the task instructions.

During a qualification test, the annotator is asked to re-

spond on some questions for which the answers are known.

This typically requires experts to annotate a batch of exam-

ples (in our case draw object bounding boxes). Instead, we

use an annotation-free qualification test in which the anno-

tators need to click on the center of 20 synthetically gener-

ated polygons, like the ones in Fig. 1. Using synthetic poly-

gons allows us to generate an arbitrarily large set of quali-

fication questions with zero human annotation cost. Addi-

tionally, annotators cannot overfit to qualification questions

or cheat by sharing answers, which is possible when the

number of qualification questions is small.

Why polygons? We use polygons instead of axis-aligned

rectangles in order to train the annotators on the difference

between the center of mass of an object and the center of the

imaginary box enclosing the object. Moreover, polygons

provide a more realistic level of difficulty for the qualifica-

tion test. Finding the center of an axis-aligned rectangle is
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Figure 4. The error distance of the annotators as a function of the

square root of the object area.

trivial, whereas finding the center of a polygon is analogous

to finding the center of a real object. And yet, polygons

are abstractions of real objects, thus reducing the cognitive

load on the annotators, potentially making the training stage

more efficient.

Feedback. After the annotators finish the qualification

test, they receive a feedback page with all polygon exam-

ples they annotated (Fig. 3). For each polygon, we display

(a) the position of the real center, (b) the position of the

annotator’s click, and (c) the Euclidean distance in pixels

between the two (error distance).

Success or failure. The annotator needs to click close to

the real centers of the polygons in order to pass the test. The

exact criterion to pass the test is to have an error distance

below 20 pixels, on average over all polygons in the test.

The annotators that pass the qualification test are flagged

as qualified annotators and can proceed to the main anno-

tation task where they work on real images. A qualified

annotator never has to retake the qualification test. In case

of failure, annotators are allowed to repeat the test as many

times as they want until they pass it successfully.

The combination of providing rich feedback and allow-

ing annotators to repeat the test results in an interactive and

highly effective training stage.

3.3. Annotating images

In the annotation stage, annotators are presented small

batches of 20 consecutive images to annotate. For in-

creased efficiency, our batches consist of a single object

class. Thanks to this, annotators do not have to re-read

the class name for every image, and can keep their mind

focused on their prior knowledge about the class to find it

rapidly in the image [70]. More generally, it avoids task-

switching which is well-known to increase response time

and decrease accuracy [51].

Quality control. Quality control is a common process

when crowd-sourcing image annotations [4, 31, 39, 52, 55,

64, 66, 73, 77]. We control the quality of click annotation

by hiding two evaluation images for which we have ground-

truth bounding boxes inside a 20-image batch, and monitor

the annotator’s accuracy on them (golden questions). An-

notators that fail to achieve an accuracy above the threshold

set in the qualification test are not able to submit the task.

We do not do any post-processing of the submitted data.

Qualification test Quality control Error distance

No No 43.8

images No 29.4

polygons No 29.3

polygons Yes 21.2

Table 1. The influence of the two main elements of our crowd-

sourcing protocol on click accuracy.

We point out that we use extremely few different golden

questions, and add them repeatedly to many batches. On

PASCAL VOC 2007, we used only 40, which amounts to

0.5% of the dataset. This is a negligible overhead.

3.4. Data collection

We implemented our annotation scheme on Amazon Me-

chanical Turk (AMT) and we collected click annotations for

all 20 classes of the whole trainval set of PASCAL VOC

2007 [17]. Each image was annotated with a click by two

different annotators for each class present in the image. This

results in 14,612 clicks in total for the 5,011 trainval images.

Annotation time. During the annotation stage we mea-

sure the annotator’s response time from the moment the im-

age appears until they click. The mean response time was

1.87s. This indicates that the task can be performed very

efficiently by annotators. Note that we are able to annotate

the whole PASCAL VOC 2007 trainval set with one click

per object class per image in only 3.8 hours.

Interestingly, the response time we measured is compa-

rable to image-level annotation time (1.5s in [33]) indicat-

ing that most of the time is spent on the visual search to

find the object and not on clicking on it. Also, our require-

ment to click on the center of the object does not slow down

the annotators: our response time is comparable to the time

reported in [4] for click-anywhere annotations.

We examined the response time as a function of the area

of the target object and we observed an interesting phe-

nomenon. Response time does not increase when the object

becomes smaller, ranging from 1.7s for very small objects

to 2.2s for object as big as the whole image. We hypothesize

that while small objects are more difficult to find, estimating

their center is easier than for large objects.

Error analysis. We evaluate the accuracy of the collected

clicks by measuring their distance from the true centers of

the ground-truth object bounding boxes. In Fig. 4 we show

this error distance as a function of the square root of the ob-

ject area. As expected, the error distance in pixels increases

as the object area increases. However, it slightly drops as

the object occupies the whole image. This is likely because

such images have truncated instances, which means the an-

notator needs to click in the center of the image rather than

the center of the object, an easier task. In general, the er-

ror distances are quite low: 19.5 pixels on average with a

median of 13.1 pixels (the images are 300x500 on average).

Next, we want to understand the influence of using a

qualification test, using quality control, and using polygons
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Figure 5. Box center score Sbc on bicycle examples. (left): One-

click annotation. (middle): Two-click annotation on the same in-

stance. (right): Two-click annotation on different instances. The

values of each pixel in the heatmaps give the Sbc of an object pro-

posal centered at that pixel.

or real examples during the qualification test. Therefore we

conducted a series of smaller-scale crowd-sourcing experi-

ments on 400 images of PASCAL VOC 2007 trainval. As

Tab. 1 shows, using a qualification test reduces average er-

ror substantially, from 43.8 to 29.4 pixels. Interestingly, us-

ing polygons instead of real examples does not influence

the error at all, demonstrating that our proposed qualifica-

tion test is well-suited to train annotators. Quality control,

hiding two evaluation images inside the task of annotating

images, brings the error further down to 21.2 pixels (on the

full dataset we measure 19.5 pixels error). Finally, we note

that all four variants in Tab. 1 resulted in similar annota-

tion time. Hence qualification tests or quality control has

no significant influence on the speed of the annotators.

Cost. We paid annotators $0.10 to annotate a batch of 20

images. Based on their mean response time this results in a

wage of about $9 per hour. The total cost for annotating the

whole trainval set of PASCAL VOC 2007 with two click an-

notations was $75.40 (or $37.70 for one click annotation).

4. Incorporating clicks into WSOL

We now present how we incorporate our click super-

vision into a reference Multiple Instance Learning (MIL)

framework, which is typically used in weakly supervised

object detection (WSOL). All explanations in this section

consider working with one object class at a time, as we treat

them essentially independently.

4.1. Reference Multiple Instance Learning (MIL)

The input to MIL is a training set with positive im-

ages, which contain the target class, and negative images,

which do not. We represent each image as a bag of ob-

ject proposals extracted using Edge-Boxes [15]. Follow-

ing [20, 11, 6, 7, 62, 75], we describe each object propos-

als with a 4096-dimensional feature vector using the Caffe

implementation [25] of the AlexNet CNN [34]. We pre-

trained the CNN on the ILSVRC [52] dataset using only

image-level labels (no bounding box annotations).

A negative image contains only negative proposals,

while a positive image contains at least one positive pro-

posal, mixed in with a majority of negative ones. The goal

is to find the true positive proposals from which to learn an

appearance model for the object class. We iteratively build

an SVM appearance model A by alternating between two

steps:

(I) re-localization: in each positive image, we select the

proposal with the highest score given by the current appear-

ance model A.

(II) re-training: we re-train the SVM using the current

selection of proposals from the positive images, and all pro-

posals from negative images.

As initialization, in the first iteration we train the clas-

sifier using complete images as positive training exam-

ples [10, 11, 44, 54, 43, 30].

Refinements. In order to obtain a competitive baseline,

we apply two refinements to the standard MIL framework.

First, we use multi-folding [11], which helps escaping lo-

cal optima. Second, we combine the score given by the

appearance model A with a general measure of “object-

ness” [1] O, which measures how likely it is for a pro-

posal to tightly enclose an object of any class (e.g. bird,

car, sheep), as opposed to background (e.g. sky, water,

grass). Objectness was used in WSOL before, to steer the

localization process towards objects and away from back-

ground [11, 13, 21, 48, 58, 61, 59, 67, 75]. In this paper we

use the recent objectness measure of [15].

Formally, at step (I) we linearly combine the scores A
and O under the assumption of equal weights. The score of

each proposal p is given by Sap(p) =
1

2
· A(p) + 1

2
· O(p).

Deep MIL. After MIL converges (typically within 10 it-

erations), we perform two additional iterations where dur-

ing the step (II) we deeply re-train the whole CNN network,

instead of just an SVM on top of a fixed feature representa-

tion. During these iterations we use Fast RCNN [19] as the

appearance model A.

4.2. One­click supervision

Motivation. Click annotations on object centers derived

using our crowdsourcing method of Sec. 3 provide a pow-

erful cue about object position. In this section, we improve

the reference MIL framework by using the position of one

single click c in each image of the target class.

Box center score Sbc. Intuitively, simply selecting the ob-

ject proposal whose center is closest to the click would fail

since annotators are not perfectly accurate. Instead, we in-

troduce a score function Sbc, which represents the likeli-

hood of a proposal p covering the object according to its

center point cp and the click c

Sbc(p; c, σbc) = e
−

‖cp−c‖2

2σ2
bc (1)
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