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Abstract

Absence of a clear eye visibility not only degrades the

aesthetic value of an entire face image but also creates dif-

ficulties in many computer vision tasks. Even mild reflec-

tions produce the undesired superpositions of visual infor-

mation, whose decomposition into the background and re-

flection layers using a single image is a highly ill-posed

problem. In this work, we enforce the tight constraints de-

rived by thoroughly analysing the properties of an eyeglass

reflection. In addition, our strategy regularizes gradients

of the reflection layer to be highly sparse and proposes the

facial symmetry prior via formulating a non-convex opti-

mization scheme, which removes the reflections within a

few iterations. Experiments on frontal face image inputs

demonstrate the high quality reflection removal results and

improvement of the iris detection rate.

1. Introduction

The French poet Du Bartas once praised eyes as, “These

lovely lamps, these windows of the soul” [7]. If reflections

are obstructing eye visibility, much can be lost!

Absence of a clear eye visibility degrades the aesthetic

value of an entire face image as well as causes difficulties in

many computer vision tasks, such as face recognition [37],

eye detection [13], iris detection and segmentation [12],

eye tracking and blink detection [8], eye center localiza-

tion [55], iris and face liveness detection [36, 48, 49]. Even

mild eyeglass reflections create more challenges by generat-

ing superposition of visual information. Since the presence

of reflections is inevitable in real world, the natural need is

to separate them and restore the underlying scene clearly.

Apart from illumination conditions, eyeglasses are the

main culprits behind these annoying reflections, because

photographing objects (eyes) are situated behind a semi-

reflective medium (eyeglasses). As a result the captured

image I , having N pixels, is a mixture between the de-

sired background scene IB and the reflection layer IR, i.e.

I = IB + IR. So the goal here is to separate IB and IR
from a single input face image I , as shown in Figure 1.
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Figure 1: An input [39] having synthetic reflections and our

result are shown at top. Decomposed background IB and

reflection IR layers nearby eyeglasses are shown at bottom.

For better visualization, the contrast of IR is boosted.

This ‘layer separation’ problem is massively ill-posed, as

it requires extraction of two unknown layers each of N pix-

els from a single image i.e. number of unknowns is twice the

number of measurements. Prior information or additional

measurements are required to make the problem tractable.

So the previous work on reflection removal can be grouped

into three main categories: (i) use of additional apparatus

or controlled photographing conditions; (ii) use of multiple

images of the same scene; and (iii) use of a single image

along with good image priors.

Additional apparatus. The methods [22, 42] use a po-

larized filter to capture two images from the same posi-

tion by rotating polarizing lens with different angles and

then decompose the background and reflection using differ-

ent priors on each layer [14, 52]. Reflections can be sup-

pressed just by exploiting physical properties of the polar-

ization [23, 46, 47]; or by using a pair of images captured

with and without a flash [2, 3, 6]; or by using differential

focusing technique [44, 45] with a pair of images taken,

each focused only on one layer. These kinds of approaches

require professional photographing skills and special tools,

which puts limit on their applicability to daily use.
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Multiple images. Generally reflections are formed

closer to the glass as compared to the background scene,

so the motion of a camera causes the reflection and back-

ground layers to move differently. This relative motion can

be exploited for layer separation using either a sequence of

images [19, 21, 30, 42, 54] or a video [24, 51, 60]. Sim-

ilarly, the temporal misalignment between the layers helps

in their decomposition, which can be detected effectively in

gradient domain via gradient sparsity [15, 16, 59]. A more

general approach [17] uses image statistics for separating

the superimposed images. If one of the layers has repetitive

dynamic motion then the layers can be decomposed easily

by using temporal visual information [43]. Two-layer stereo

information, which is obtained by limiting the camera mo-

tion to unidirectional parallel motion, can be leveraged for

recovering the reflections [53, 56]. However, the absence

of multiple images from different view points severely de-

grades the performance of these approaches.

Single image. A single image reflection removal task is

extremely challenging, so previous work relies on sophisti-

cated image priors or additional input from a user. If a user

marks up on an image to denote gradient locations, color or

texture that belong to either the background or the reflec-

tion, then the layers can be separated by imposing gradi-

ent sparsity or spatial smoothness prior [27, 28, 62]. Such

methods become impractical when one has to deal with

a lot of images, or reflection removal is used as the pre-

processing block in some real time system (e.g. section 3.4);

and their performance is governed by how precise the assis-

tance of a user is. If the picture is taken by focusing only on

the distant background scene then the reflection layer has

significant blur. Thus reflection smoothness prior can be

used for layer decomposition [31, 61]. Thicker glass causes

the multiple reflections of the same object, which is known

as the ‘ghosting effect’ and serves a good image prior for

reflection removal [50]. Eyeglass reflections obey differ-

ent illumination constraints and exhibit different properties

(analysed in section 2.1) than general window glass reflec-

tions. Thus the existing methods are not adequate for effi-

cient eyeglass reflection removal.

Contributions. In this work, we propose a tightly con-

strained optimization scheme to remove eyeglass reflections

automatically using a single image. We first inspect the

salient properties of eyeglass materials and ambient illumi-

nations that characterize the reflections. Thereby we derive

the priors as gradient sparsity, asymmetry, distinct color tint

and piecewise constancy of the reflection layer. Then we

embed these priors in a unified optimization framework, the

solution of which gives the reflection-removed clean image.

To the best of our knowledge, the proposed approach is the

first attempt on eyeglass reflection removal, so we construct

a new database to extensively verify its effectiveness for re-

flection removal and benefits for an iris detection.
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Figure 2: Interaction of the light with an eyeglass. For better

comprehension, the figure (b) is recreated from [9, 40].

2. Our Approach

2.1. Eyeglass Reflection Properties

Unlike a window glass, which is thick and flat, an eye-

glass is thin, curved and fabricated with variety of materi-

als [1, 34]. So it is essential to inspect the structure of an

eyeglass to discover properties of the eyeglass reflection.

2.1.1 Residual reflection

The relentless quest for understanding light and material

science has led to the development of anti-reflective coat-

ings (ARC). It refers to a transparent thin film that is ap-

plied to the glass for increasing the transmission of light

and reducing the surface reflectance [40]. The basic work-

ing principal of ARC is summarized in Figure 2a. Thick-

ness d of the single layer ARC is an odd multiple of λ/4,

where λ is the wavelength of the incident beam. As a re-

sult, the reflected waves R1 and R2 become out of phase

and cancel each other via destructive interference. These

single layer ARC, although widely used due to their low

cost and durability, work only at a single wavelength and

a normal incidence. In order to achieve broadband opti-

cal performance a multi-layer ARC is necessary. Figure 2b

summarizes the reflection reduction performance of differ-

ent types of ARC [9, 40], which shows that even multi-

layer ARC cannot reduce the reflections completely. More-

over, due to high cost, non durability and debonding issues,

multi-layer ARC are not widely used [40]. In case of an

eyeglass, as different wavelengths are attenuated differently

(Figure 2b), the reflection layer shows a specific color or a

hue like green, blue, light green, violet etc. [32]. These are

known as the ‘residual reflections’ of an eyeglass [9, 38].

2.1.2 Sharp and sparse gradients

A transparent surface both reflects and refracts light, so its

reflective properties depend upon what the ambient illumi-

nation is on its both sides. Figure 3a depicts typical glass

window illuminations during the day and night. During the

day, indoor glass reflections are overwhelmed by the pro-

fusion of light refracted from the outdoor. It renders re-
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Glass window

Day: Both side illumination

Night: Single side illumination

Glass window

indoor outdoor

indoor outdoor

(a) Illumination type

For image inset (red box) (i) (ii) (iii)

Blur metric 0.42 0.39 0.38

Edge slope 1.72 2.31 2.41

(i) Both side illumination

(ii) Mixed illumination

(iii) Single side illumination

(b) Sharpness of the reflection

Reflection Layer: �� Background Layer: ��

(c) Gradient distribution

Figure 3: Properties of the eyeglass reflection: (a) The type of ambient illumination defines the reflection properties; (b) The

blur metric [10] and edge slope of the reflection changes with ambient illumination. Edge profile is simply the average pixel

intensity variation along a path (arrow in the inset of (i)); (c) Gradient distributions of the reflection and background layers.

flections as smooth and diluted by the background scene.

Contrary, the night has dimmed outdoor light and an eye-

glass has a blocked side by an eye region, so being a single

side illuminated, the reflections appear bright and compact.

That is why a glass window of a train turns into a mirror like

reflector at night or in a tunnel. Figure 3b shows the results

of the experiment mimicking different illuminations. When

one of the sides of an eyeglass has low or no light, the re-

flection shows higher edge slope and lower blur metric [10]

than the case of full light on both sides. Figure 3c shows the

typical eyeglass reflection, background layers and their cor-

responding gradient histograms. It reveals that the reflec-

tion layer has high and narrow peak distribution, whereas

the background layer has low and broad peak distribution.

Thus eyeglass reflections have sharp and sparse gradients.

2.2. Layer Separation Model

The layer separation problem can be addressed by adapt-

ing a probabilistic model to seek the most likely explanation

of an image using prior knowledge about gradient distribu-

tions of the two layers (sec. 2.1.2) [29]. We model the high

and narrow peak distribution of reflection layer as a hyper-

Laplacian (P (x) ∝ exp(−|x|α/b), for α < 1) and the low

and broad peak distribution of background layer as a Gaus-

sian
(
P (x) ∝ exp(−x2/σ2)

)
. The layers can be separated

by maximizing joint probability P (IB , IR), which is equiv-

alent to minimizing − logP (IB , IR). Similar to [28, 59],

assuming the two layers are independent and employing the

gradient independence (i.e. P (IB , IR)=P (IB)P (IR)), the

objective function becomes,

min
IB ,IR

∑

i




∑

∂j∈JR

|(∂j ∗ IR)i|
α +

∑

∂j∈JB

λ

2
‖(∂j ∗ IB)i‖

2



 ,

(1)

where i is the pixel index ∈ {1, · · · , N}, ∂j denotes

the derivative filters belonging to the set JB or JR, λ is

the scalar weight, α<1 and ∗ is the convolution opera-

tor. We used JB = {[1,−2, 1], [1,−2, 1]T } and JR =
{[1,−1], [1,−1]T } in our implementation. Let denote the

ith element of a vector X as X[i]. Reflection should be

non-negative (0 ≤ IR[i]) and cannot be more than the ac-

tual image (IR[i] ≤ I[i]). For simplicity, abusing the nota-

tions as (∂j∗X)i = Dj
iX and ∂j∈JX ≡ j∈JX ; and after

substituting IB = I − IR in (1), the optimization problem

for reflection IR recovery is formulated as,

min
IR

∑

i




∑

j∈JR

|Dj
i IR|

α +
∑

j∈JB

λ

2

∥∥∥Dj
i IR −Dj

i I
∥∥∥
2





subject to 0 ≤ IR[i] ≤ I[i].
(2)

2.3. Facial Symmetry Prior

As humans are bilaterally symmetric, the background

layer IB will have the symmetrical axis SA. Whereas for the

reflection layer IR to possess the same axis of symmetry as

SA, the net illumination has to be symmetrical along SA. In

reality, the presence of multiple primary and secondary light

sources makes the IR less likely to be symmetrical. The re-

cent methods [5, 26, 58] detect SA in images by developing

new symmetry descriptors, using oriented (e.g. Radon [41])

transforms or using dense feature correspondence, but it re-

quires a long processing time [26] and high accuracy is not

guaranteed. So instead, we use a simple trick of auto-flip-

warping the image (summarized below and in Figure 5) for

incorporating symmetry prior in the objective function.

Let an image be denoted in a vector form as I and in

a matrix form as I, and Wf be the N×N flipping matrix

such that, if If = WfI then ith column of the image matrix
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PSNR [20]: 21.92 dB 21.93 dB 28.92 dB 35.80 dB -

SSIM [20]: 0.8913 0.8915 0.9689 0.9880 -

(a) Synthetic input (b)Reflection sparsity (c) Symmetry prior (d) Tight constraints (e) Ground truth

(γ=0, κ=0 in (7)) (γ 6=0, κ=0 in (7)) (γ 6=0, κ6=0 in (7))

Figure 4: A synthetic input showing importance of the different prior terms in (7) for reflection removal. (b) shows that

relying only on the high sparsity of reflection layer without using any other prior leads to a IR≈0 solution, which indeed is

very sparse. After adding the symmetric prior term (section 2.3), the solution improves to (c) where still the symmetric parts

of reflection prevail. Finally a good result is obtained after adding the tight constraints (section 2.4) to (7) as shown in (d).

We show the PSNR and SSIM for the one to one comparison of images from (a) to (d) with the ground truth in (e).

Original image matrix: � Flipped image matrix: ��
�� = ���
Flipping

����
Auto-warping

��
� ��

Figure 5: Illustrating the auto-flip-warping. Note how the

in-plane rotation of a face can easily be handled by Wa.

If will be identical to (N−i+1)th column of I. Then the

flipped image If can be warped or registered back to the

original image I using N×N (auto) warping matrix Wa

as shown in Figure 5. So WafI is the auto-flip warped

image of I , where Waf = WaWf . According to the sym-

metry prior, the background image will be invariant to this

transformation i.e. WafIB ≈ IB . Considering the N×N

identity matrix Ii, a scalar γ, defining W̃af = Waf − Ii

and using I = IB + IR lead us to the new prior term,

γ

2

∥∥∥W̃afIR − W̃afI
∥∥∥
2

. (3)

2.4. Constraint Tightening by Residual Map

The prior information about the piecewise constancy and

the distinct hue or color tint displayed by the residual reflec-

tions on an eyeglass (section 2.1.1) can be incorporated in

the objective function via tightening the lower bound in the

slack constraints of (2). So we define the hue map MHt
as,

MHt
= exp

(
−η1‖HI − µ̄(HRt

)‖2
)
, (4)

where HRt
is hue of the recovered reflection layer IRt

at

tth iteration of the optimization scheme (described in sec-

tion 2.5 and Figure 4); µ̄(X) is the function calculating

mean of the non-zero elements of a vector X; η1 is a pos-

itive scalar; HI is hue of the input image I . That is (4)

searches the representative hue µ̄(HRt
) of residual reflec-

tions over the input hue HI . Thus the hue map MHt
crudely

locates the reflections using their hue distinctness.

Considering the piecewise constancy (i.e. compactness)

of the reflections (section 2.1.2), we refine MHt
at each it-

eration to construct the residual map MRt
at a pixel i as,

MRt
[i] =

1

w

∑

k∈Ni

W [k] exp
(
−η2‖i− k‖2

) MHt
[k]

max(MHt
)
,

W [k] = exp
(
−η3 ‖∆i,kHI‖

2 − η4 ‖∆i,kSI‖
2
)
, (5)

where η2, η3, η4 are positive scalars used for con-

trolling width of the respective Gaussian kernels; SI

is the saturation of I; w is the normalizing weight

w=
∑

k∈Ni
W [k] exp(−η2‖i− k‖2); Ni is the neighbour-

hood of i in the image plane; ∆i,kX=X[i]−X[k] and

0≤MRt
[i]≤1. The weight vector W avoids smoothing of

MH across the color edges by averaging hue and saturation

of I . If we replace W in (5) as exp
(
− η5 ‖∆i,kMHt

‖2
)

with η5 being a positive scalar, then the residual map MRt

simply becomes bilateral filtered version of the hue map

MHt
. However as the reflections are very sharp (Figure 3b),

guiding the filtering by hue and saturation of the input im-

age produces a residual map which is piecewise constant

and consistent with the reflection regions on the eyeglasses.

Typical examples of MHt
and MRt

are shown in Figure 6a.

Considering the priors (non-symmetry and specific color

tint) exhibited by eyeglass reflections (sec. 2.1.1 and 2.3),

the initial reflection color is estimated by using the non-

symmetrical regions of an image that sprawl over the resid-

ual map i.e. µ̄(IR0
) ← µ̄

(
|(W̃afI)◦MRt

|
)
, where ◦ de-

notes element-wise multiplication. Slack constraints of (2)

are imposed upon the reflections so we tight the lower

bound by disseminating the representative color of the re-

flection µ̄(IRt
) over the residual map as,

Γt = µ̄(IRt
)MRt

. (6)
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2.5. Optimization

After combining the priors (3) and (6) with the layer sep-

aration model (2), our final optimization problem becomes,

min
IR

∑

i




∑

j∈JR

|Dj
i IR|

α +
∑

j∈JB

λ

2

∥∥∥Dj
i IR −Dj

i I
∥∥∥
2





+
γ

2

∥∥∥W̃afIR − W̃afI
∥∥∥
2

, s.t. κΓt[i]≤IR[i]≤I[i],

(7)

where the scalar κ∈[0, 1] helps to tight the lower bound

gradually as the Γt becomes more reliable with each iter-

ation for solving (7). Figure 4 shows the importance of

different terms in (7) for the reflection removal on a syn-

thetic input. Since α<1, (7) is non-convex, so we use half-

quadratic splitting procedure [18, 25, 35] for solving it. In-

troducing auxiliary variables zji at each pixel, we can split

the cost function in (7) as,

min
IR,zj

∑

i

∑

j∈JR

{
|zji |

α +
β

2
‖Dj

i IR − zji ‖
2

}

+
∑

i

∑

j∈JB

λ

2

∥∥∥Dj
i IR −Dj

i I
∥∥∥
2

+
γ

2

∥∥∥W̃afIR − W̃afI
∥∥∥
2

,

(8)

where as the scalar β→∞, (8) gets closer to the cost func-

tion in (7). So the optimization problem (7) is solved itera-

tively like: for a fixed β, we solve (8) by alternating between

subproblems IR and zj with enforcing the constraints given

in (7) at the end of each iteration t.

z-subproblem. For a fixed IRt
, zj can be updated for

each pixel (ignoring the pixel index i) as,

zjt+1 = argmin
zj

{
|zj |α +

β

2

(
zj −Dj

i IRt

)2
}
. (9)

Since this is a single variable optimization problem, it can

be rapidly solved by using a lookup table (LUT) based im-

plementation [25], which maps the values from Dj
i IRt

to

zj . We fill the LUT by generating 104 different gradient

values between−0.4 to 0.4 (this range is influenced by Fig-

ure 3c), for α = 0.6 and various β. If the required value is

missing from LUT then it is found via interpolation.

IR-subproblem. With fixed zjt , (8) becomes quadratic

in IR, which can be solved by differentiating with respect

to IR and setting it to 0. We further apply 2D FFT F to

find the optimal update IRt
quickly as given below in (11),

where ǫ (=10−16) avoids division by 0, F(·) is a complex

conjugate of F(·), 1̄ is a vector of same size as I and having

all elements as 1, ◦ denotes element-wise multiplication and

the division in (11) is also performed element-wise. Only

F(zjt ) need to be computed at each iteration, whereas rest

of the terms are precomputed once.
Satisfying constraints. Constraints of (7) can be sat-

isfied by adding the adaptive normalizing constant ξ to

IRt
at each iteration such that (ξ+IRt

[i]) falls within

[κΓt[i], I[i]]. The ξ can be obtained by solving following,

min
ξ

∑

i

U(ξ+IRt
[i]−I[i])2+U(κΓt[i]−ξ−IRt

[i])
2
, (10)

where U(x) is the general unit step function
(
i.e. U(x)=1

∀x>0 otherwise U(x)=0
)
, which penalizes only those el-

ements that violet the constraints of (7). After solving (10)

by a simple gradient descent, we update IRt
for all i as

IRt
[i]=ξ+IRt

[i]. Algorithm 1 summarizes the whole op-

timization scheme for an eyeglass reflection removal.

Algorithm 1 Anti-Glare: An Optimization Framework

1: Input: input image I; optimization weights λ, γ; total

number of iterations T
2: Initialize: IR0

← I, β = β0

3: for iteration t from 1 to T do

4: update zjt using (9)

5: update IRt
using (11)

6: β = 2β, κ = t
T

7: update IRt
= IRt

+ ξ1̄ using (10)

8: output: clean image (I − IRT
)

3. Experiments

In this section, first we present the experimental set up

and implementation details; and then verify efficacy of the

proposed method via the sets of experiments mentioned in

the sections from 3.1 to 3.4. Eyeglass reflection removal

results i.e. clean images obtained by using Algorithm 1 are

shown in the Figures 1, 4, 8, 9, 10a and 11.

Dataset. We constructed a synthetic dataset with frontal

face images of the people wearing variety of eyeglasses (e.g.

equipped with or without ARC, narrow or wide glass aper-

ture) under various illuminations (e.g. indoor, outdoor). Ar-

tificial reflection patches were added to those images which

did not have much prior eyeglass reflections. Each image

was annotated with the ground truth about the contours of

eyeglasses and the outer boundaries of irises. This Eyes

with Eyeglasses (EwE) dataset is available for download

(http://pil.snu.ac.kr).

IRt
= F−1

(
λ
∑

j∈JB
F(Dj)◦F(Dj)◦F(I) + β

∑
j∈JR

F(Dj)◦F(zjt ) + γF(W̃T
afW̃afI)

λ
∑

j∈JB
F(Dj)◦F(Dj) + β

∑
j∈JR

F(Dj)◦F(Dj) + γF(W̃T
afW̃af 1̄) + ǫ

)
(11)
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(a) ��మ ��మ ��8 ሺ� − ��భమሻ
Hue Map: ��� Residual Maps: ��� Clean image

(b)

��8

ሺ� − ��భమ′ ሻ
manually

perturbed: ��8′ ��8
��వ′ ��భబ′

��వ′ ��భబ′

reflection

layer

Figure 6: Evolution of the residual map for the synthetic

input image given in Figure 4a. (a) shows, how using MHt

from (4), the MRt
gets refined iteration by iteration (as in

(5)) to finally produce the clean image using Algorithm 1.

(b) shows, how the reflection layer IRt
indirectly influences

the MRt
via (4). So even if we manually perturb MR8

to

create the M
′

R8
, it quickly recovers back to M

′

R9
and even-

tually produces the (I−I
′

R12
) which is visually similar to

the (I−IR12
) shown in (a).

Implementation details. The experiments were con-

ducted on a PC equipped with Intel Core i7® 3.4GHz CPU

and 4GB RAM. The algorithm 1 was implemented in Mat-

lab without any GPU acceleration. For simplicity, instead of

eyeglass boundary detection, we first detect the face bound-

ing box using [57] and crudely consider its top one-third

part as our region of interest or treat as an input image I
(resolution from 120×300 to 200×480) in our experiments.

For constructing the auto-flip warping matrix Waf any im-

age registration technique is sufficient [33, 63], so we sim-

ply used a Matlab function imregtform with employing

affine image transformation. Unless otherwise stated, the

parameters of Algorithm 1 were fixed empirically as α=0.6,

β0=5, λ=3, γ=1.5, T=8 (section 3.2) and Ni as 8-pixel

neighbourhood. For color images, each red, green and blue

channel was processed independently.

3.1. Symbiotic Relationship between the Priors

Individual importance of the symmetry prior and the

residual map prior has already been mentioned in the sec-

tions 2.3 and 2.4 respectively. Here, we try to analyse

their inter-relationship. Figure 6a shows natural evolution

of the residual maps (MR2
,MR8

) with iterations of the Al-

gorithm 1. Even though we artificially degrade MR8
to cre-

ate the M
′

R8
as shown in Figure 6b, it quickly recovers back

to a good shape M
′

R9
with the help of reflection layer I

′

R9

in the subsequent iteration. And when we trace this process

back, we know that initial reflection layers are discovered

with the help of symmetry prior. Similarly when the sym-

Figure 7: Variation of the costs in (7), (8); and some layer

decomposition results (IB is on top of IR) with iterations.

metry prior got stuck and could not function further as in

Figure 4c, the residual map had rescued it (Figure 4d) by

growing over the remaining reflection regions and making

them asymmetric iteration by iteration. Thus it is interest-

ing to observe the beneficial (or obligate) symbiotic rela-

tionship between them i.e. in the optimization environment

(7) both priors function together by helping one another for

reducing hostility (cost function) of the environment. In the

Figures 8 and 10a, even though some parts of the reflections

are seemingly symmetric, the slight pixel level asymmetry

is enough to work priors symbiotically and produce good

quality reflection-removed images.

3.2. Convergence Analysis

Figure 7 shows the values of the cost function in (7) and

(8) at each iteration. Even though (8) achieves the lowest

values at around t=5, it does not resemble the cost in (7) at

such early iterations as the β is small. Gradually as β in-

creases, (8) approximates the cost in (7) closely. Four pairs

of separated layers (IB , IR) are also shown in Figure 7 after

2, 4, 8 and 15 iterations. The results at t=8 are qualitatively

similar to those at t=15. So by trading between speed and

accuracy we set T=8 in our experiments. Thus the conver-

gence speed of the Algorithm 1 is very fast.

3.3. Comparison with Previous Methods

We compare our method with the recent reflection re-

moval approaches that use a single input image [28, 31, 50].

We used the implementations provided by the authors.

Qualitative comparison. Figure 8 compares the layer

separation results (IB , IR) obtained by [28, 31, 50] on the

images with different illuminations. Figure 8b shows the

results of the method by Li and Brown [31], which relies on

smoothness or blurriness of the reflection layer and there-

fore failed to remove the relatively sharp eyeglass reflec-

tions in the first and third (rows of Figure 8) input im-

ages; however the outdoor illuminated second (row) im-

age has mild and smooth reflections where the method [31]
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Processing time→ 0.6 sec. 1208.5 sec. 42.0 sec. 11.1 sec.

(a) Input images ↑ (b) Li & Brown [31] (c) Shih et al. [50] (d) Levin et al. [28] (e) Ours

Figure 8: Qualitative comparison with previous methods. (a) shows the input images with different illuminations (from 1st to

3rd row as indoor dark, outdoor bright and outdoor dark). For these inputs, the columns (b) to (e) show the layer separation

results (IB on top of IR) by various methods. We have created the annotations necessary for [28], which are shown in the

inset of IR images in (d). Average processing time for decomposing all inputs from (a) is compared in the bottom row.

produced good quality layer separation. Whereas Shih et

al. [50] exploits the ghosting effect for reflection removal

from the thick window glass, which is clearly absent on the

thin eyeglasses. Thus [50] cannot handle the eyeglass re-

flections very well as shown in Figure 8c.

Levin et al. [28] requires user annotations for explicitly

indicating reflection and background regions in an image.

Following the instructions in [28], we have created the an-

notations as shown in the inset of the reflection layer images

in Figure 8d. This method does relatively better job in re-

moving sharp reflections, however it cannot recover the cor-

rect color tone of the IB . Our method shows arguably the

best results as shown in Figure 8e, considering the removal

of sharp edges, high contrast of the IR and preservation of

the correct color configuration for IB .

Quantitative comparison. In Figure 9, we quantita-

tively compare the reflection removal methods using the

synthetic inputs and report the average SSIM (using gray

and color images) and PSNR [20]. Levin et al. [28] shows

visually good reflection removal results however achieves

very less SSIM (0.5864) and PSNR (19.29 dB) on color

images. It may be due to the wrong recovery of the color

tone and contrast in the result images (Figure 9d); because

gray scale comparison of their results with the gray scale

ground truth images shows improved SSIM (0.9428). The

method [31] could not remove reflections (Figure 9b) be-

cause their prior (smooth reflections) is completely oppo-

site of what we have here (sharp reflections). Reduction

of the color SSIM values for the images in Figures 9b, 9c

and 9d as compared to the values for original inputs 9a may

be due to the mismatch in their color configuration, con-

trast etc. with the ground truth images 9f. As our priors

(sections 2.3, 2.4) perfectly align with the properties of the

reflection in synthetic images (section 2.1) and tight con-

straints (6) preserve the color configuration of original im-

age, the proposed method shows (Figure 9e) significantly

higher SSIM (0.9865) and PSNR (34.40 dB).

Computation time. Figure 8 reports the average com-

putational time on the images of resolution about 180×400.

The proposed method consumes approximately 11 seconds,

whereas Levin et al. [28] requires inconsistent time for get-

ting user-annotations after which it spends 42 seconds to
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24.43 dB 21.76 dB 20.03 dB 19.29 dB 34.40 dB ← avg. PSNR

0.9151 0.8687 0.8805 0.5864 0.9865 ← color SSIM

0.9312 0.8904 0.7709 0.9428 0.9732 ← gray SSIM

(a) Synthetic input (b) Li & Brown [31] (c) Shih et al. [50] (d) Levin et al. [28] (e) Ours (f) Ground truth

Figure 9: Quantitative comparison using synthetic inputs. (b) to (e) show only the reflection-removed results IB by different

methods. We show average PSNR and SSIM of the color and gray images in (a) to (e) compared with the ground truth in (f).

Images: � Images: ��
(a) Qualitative results (b) ROC curve for iris detection

Figure 10: Experiments for iris detection. The clean images

IB from Algorithm 1 show better iris detection quality than

the original images I with eyeglass reflections and the clean

images from [31] as shown in (a) and validated in (b).

process the input data. The faster convergence (section 3.2)

and thereby smaller computational time of the proposed

method can be attributed to the LUT and FFT based iter-

ative optimization framework.

3.4. Application: Iris Detection Improvement

Even mild or transparent eyeglass reflections degrade

the performance of ocular biometric systems. Iris detec-

tion and segmentation are the precursors for iris recognition

systems [11]. So here, we analyse how the eyeglass reflec-

tions affect the iris detection or localization performance.

We have used EwE dataset for iris detection and have im-

plemented [4] for detecting the outer boundary (circle) of an

iris. Figure 10a visually compares the result of iris detection

on original and reflection-removed images. Let Cg be the

ground truth annotation and Cd be the detected bounding-

circle of an iris, then the correct detection is obtained if

the overlap area metric
Cg∩Cd

Cg∪Cd
is greater than threshold τ .

Receiver operating characteristic (ROC) curve is plotted by

varying τ and shown in Figure 10b. It shows that the images

cleaned using Algorithm 1 show greater iris detection accu-

racy than the original images or the clean images from [31].

Synthetic input

image: � User mark-up �
i.e. ሺ� + �ሻ image

Ours output usingሺ� + �ሻ as input

Out of plane

rotated input

(a) (b) (c) (d)

Figure 11: Challenging inputs for our method. (a) shows

a synthetic input where the proposed method failed by pro-

ducing IR≈0, but after adding user annotations as in (b), it

reduced the reflections as shown in (c). Our method cannot

handle the largely out of plane rotated face images like (d).

4. Discussion

We have proposed the algorithm for eyeglass reflection

removal from a single image. Our method exploits the spar-

sity, asymmetry, piece-wise constancy and specific color

tint attributes of the reflections on an eyeglass, by incorpo-

rating all of them (priors) in a unified optimization scheme.

The challenging issue is that if the reflection layer turns

out to be perfectly symmetric (e.g. Figure 11a), our priors

break down and the method will fail to produce desired re-

sults. However if a user marks up a region containing re-

flections like Figure 11b, then the method starts working by

building the residual map and gradually removes the reflec-

tions as in Figure 11c.

Even though the proposed method can handle slight out

of plane rotated face images using dense (pixel-level) cor-

respondence for building Waf , it becomes less effective as

the out of image-plane rotation increases like in Figure 11d.

In the future, utilization of spatio-temporal cues for miti-

gating above challenges as well as reducing saturated spec-

ular reflections could be an interesting research direction.
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