
Multimodal Transfer: A Hierarchical Deep Convolutional Neural Network for

Fast Artistic Style Transfer

Xin Wang1,2, Geoffrey Oxholm2, Da Zhang1, Yuan-Fang Wang1

1University of California, Santa Barbara, CA
2Adobe Research, San Francisco, CA

{xwang,dazhang,yfwang}@cs.ucsb.edu, oxholm@adobe.com

Abstract

Transferring artistic styles onto everyday photographs

has become an extremely popular task in both academia

and industry. Recently, offline training has replaced on-

line iterative optimization, enabling nearly real-time styl-

ization. When those stylization networks are applied di-

rectly to high-resolution images, however, the style of local-

ized regions often appears less similar to the desired artistic

style. This is because the transfer process fails to capture

small, intricate textures and maintain correct texture scales

of the artworks. Here we propose a multimodal convolu-

tional neural network that takes into consideration faithful

representations of both color and luminance channels, and

performs stylization hierarchically with multiple losses of

increasing scales. Compared to state-of-the-art networks,

our network can also perform style transfer in nearly real-

time by conducting much more sophisticated training of-

fline. By properly handling style and texture cues at mul-

tiple scales using several modalities, we can transfer not

just large-scale, obvious style cues but also subtle, exquisite

ones. That is, our scheme can generate results that are vi-

sually pleasing and more similar to multiple desired artistic

styles with color and texture cues at multiple scales.

1. Introduction

Style transfer, or to repaint an existing photograph with

the style of another, is considered a challenging but inter-

esting problem in arts. Recently, this task has become an

active topic both in academia and industry due to the in-

fluential work by Gatys et al. [8], where a pre-trained deep

learning network for visual recognition is used to capture

both style and content representations, and achieves visu-

ally stunning results. Unfortunately, the transfer run time

is prohibitively long because of the online iterative opti-

mization procedure. To resolve this issue, a feed-forward

network can be trained offline with the same loss criterion

to generate stylized results that are visually close (but still

somewhat inferior). In this way, only one single inference

pass of the feed-forward network is needed at the applica-

tion time. This results in a computational algorithm that is

hundreds of times faster [13, 25].

Though past work creates visually pleasing results for

many different types of artworks, two important drawbacks

stand out: (1) The current feed-forward networks [13, 25]

are trained on a specific resolution of the style image, so

deviating from that resolution (bigger or smaller) results in

a scale mismatch. For example, applying a model trained

with a style guide of size 256 on higher-resolution images

would generate results whose texture scale is smaller than

that of the artistic style, and (2) Current networks often

fail to capture small, intricate textures, like brushwork, of

many kinds of artworks on high-resolution images. While

it has been shown that these feed-forward networks func-

tion quite well on artworks with abstract, large-scale tex-

tures and easily discernible strokes, e.g., The Starry Night

by Vincent van Gogh, artistic styles are much more encom-

passing than what has been demonstrated. That is, differ-

ent artistic styles may be characterized by exquisite, subtle

brushes and strokes, and hence, our observations are that

results of these style-transfer networks are often not satis-

factory for a large variety of artistic styles.

In this paper, we propose a novel hierarchical deep con-

volutional neural network architecture for fast style transfer.

Our contribution is fourfold: (1) We introduce a hierarchi-

cal network and design an associated training scheme that

is able to learn both coarse, large-scale texture distortion

and fine, exquisite brushwork of an artistic style by utiliz-

ing multiple scales of a style image; (2) Our hierarchical

training scheme and end-to-end CNN network architecture

allow us to combine multiple models into one network to

handle increasingly larger image sizes; (3) Instead of taking
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(a) Style (b) Gatys et al. (c) Johnson et al. (d) Ulyanov et al. (e) Ours (f) Content

Figure 1: Top row: (a) The style guide is At the Close of Day by Tomas King, and (f) is the content image. (b) is the result of Gatys et al’s

optimization-based method. (Result size is 512 due to memory limitation of the method) (c), (d) and (e) are results generated by different

feed-forward networks (all are of size 1024). Bottom row: the zoom-in display of the regions enclosed in the red boxes from the top row.

As can be seen, all results are repainted with the color of the style image. However, a closer examination shows that the brush strokes are

not captured well in (c) and (d). The zoom-in region in (b) is a little blurry. Comparing with the others, our multimodal transfer (e) is

capable of simulating more closely the brushwork of the original artwork on high-resolution images.

only RGB color channels into consideration, our network

utilizes representations of both color and luminance chan-

nels for style transfer; and (4) Through experimentation, we

show that our hierarchical style transfer network can better

capture both coarse and intricate texture patterns.

Our hierarchical style transfer network is trained with

multiple stylization losses at different scales using a mix-

ture of modalities, so we distinguish it as multimodal trans-

fer from the feed-forward style transfer networks with only

one stylization loss [13, 25], which we call singular trans-

fer. In Fig. 1 we give an example that compares results from

our multimodal transfer network with those from the current

state-of-the-art singular transfer networks. Fig. 1 shows the

advantages of multimodal transfer on learning different lev-

els of textures, including style, color, large texture distor-

tion and fine brushwork. Note specifically that our method

can simulate more closely the brushwork of the artwork. In

Sec. 4 we will show that multimodal transfer can also be

used to train a combination model to stylize a single image

with multiple, distinct artistic styles.

2. Related Work

Understanding representations of deep neural networks.

Recently, seminal work was done on understanding deep

neural networks. The DeconvNet method of Zeiler and Fer-

gus [30] learns how certain network outputs are obtained

by identifying which image patches are responsible for cer-

tain neural activation. Yosinski et al. [29] aims to under-

stand what computation is performed by deep networks

through visualizing the internal neurons. Mahendran and

Vedaldi [19] inverts the image representations of certain

layers to learn what information is preserved by the net-

works. The latter two approaches generate visualization im-

ages with an optimization procedure whose objective is for

perceptual understanding of network functions. Similar op-

timization procedure is also adopted in other cases [23, 20].

Based on the better understanding of the powerful repre-

sentations of deep convoluntional networks [15], many tra-

ditional vision tasks have been addressed with much more

improved outcomes. Optimization-based style transfer is

one such example. Different from previous texture syn-

thesis algorithms that are usually non-parametric methods

[5, 28, 4, 11, 1, 16, 17], Gatys et al. first proposed an opti-

mization method of synthesizing texture images where the

objective loss is computed based on the representations of

a pre-trained convolutional neural network [6]. This tex-

ture loss is then combined with content loss derived from

Mahendran and Vedaldi [19] to perform the style transfer

task [8].

Feed-forward networks for image generation. The

optimization-based methods for image generation are com-

putationally expensive due to the iterative optimization pro-

cedure. On the contrary, many deep learning methods use

the perceptual objective computed from a neural network as

the loss function to construct feed-forward neural networks

to synthesize images [3, 9, 2, 22].

Fast style transfer has achieved great results and is re-

ceiving a lot of attention. Johnson et al. [13] proposed a

feed-forward network for both fast style transfer and super-
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Figure 2: Overall Architecture. Please see Sec. 3.1 for explanation.

resolution using the perceptual losses defined in Gatys et

al. [8]. A similar architecture texture net is introduced

to synthesize textured and stylized images [25]. More re-

cently, Ulyanov et al. [26] shows that replacing spatial batch

normalization [12] in the feed-forward network with in-

stance normalization can significantly improve the quality

of generated images for fast style transfer. Here we present

further improvement of such style transfer algorithms to

handle progressively larger images using hierarchical net-

works with mixed modalities. Furthermore, it allows the

use of multiple, distinct styles for repainting a single input

image.

3. Multimodal Transfer Network

3.1. Overall Architecture and Learning Schemes

Our proposed network, which is shown in Fig. 2, is com-

prised of two main components: a feed-forward multimodal

network and a loss network. The feed-forward multimodal

network (MT Network) is a hierarchical deep residual con-

volutonal neural network. It consists of three subnetworks:

style subnet, enhance subnet and refine subnet. These sub-

nets are parameterized by Θ1, Θ2, and Θ3 respectively

(these parameters will be made explicit later). At a high

level, the MT Network takes an image x as the input and is

trained to generate multiple output images ŷk of increasing

sizes,

ŷk = f(∪k
i=1Θi,x) . (1)

These output images are then taken separately as inputs

to the loss network to calculate a stylization loss for each.

The total loss is a weighted combination of all stylization

losses. We will show later in Sec. 3.2 the loss network and

the definition of the total loss.

At test time, in order to produce the same stylization ef-

fect and correct texture scale of the artworks when applied

to larger images, the MT network stylizes the image hierar-

chically: The input image is first resized into 256 with a bi-

linear downsampling layer and stylized by the style subnet,

capturing the large color and texture traits of the artwork.

Next the stylized result, which is the first output ŷ1, is up-

sampled into 512 and transferred to the output ŷ2 by the

enhance subnet, which enhances the stylization strength.

Then it is resized back to 1024. Finally, the refine subnet

removes the local pixelization artifacts and further refines

the result. The high-resolution and most visually appeal-

ing result ŷ3 is obtained after these three-stage processing.

Note that while we illustrate the process using a two-level

hierarchy, the same concept can be extended recursively to

enable stylization of progressively larger images.

3.2. Loss Functions

In this section, we first introduce the single stylization

loss funtion and then present a hierarchical stylization loss

function that is adopted to train our multimodal transfer net-

work.

3.2.1 Single Stylization Loss Function

Similar to the loss definition in previous work for fast style

transfer [13, 25], the stylization loss is also derived from

Gatys et al. [8], where a loss network (a pre-trained VGG-

19 network optimized for object recognition [24]) is used to

extract the image representations.

Two perceptual losses are defined to measure to what ex-

tent the generated image ŷk combines the content of the

content target yc with the texture and style cues of the style

target ys (see Fig. 3).
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