
Overview

• We propose Transition Forests: a temporal decision forest model for human action recognition 
and detection.

• Growing trees tends to group frames that have similar temporal transitions and share same action 
label.

• Trees are grown for different temporal orders and combined in prediction.

• Efficient and online per-frame inference.

Transitions

• Transitions as frames traveling from node to node in     time-steps on a given tree:

Learning transition forests

• Objective function for one layer of the tree:

where        is the classification loss on single frames, and      are the layer nodes randomly
assigned to be optimized using either classification or transition objective functions. 

• Transition objective function:

,   with             the Shannon entropy.

Capturing distant node transitions (within a layer): 

We propose an iterative approach to minimize the

objective function (algorithm box in the paper).

Inference

• Transition probability:

where                          is the probability of observing label      given that       and         reached leaf

nodes           and              respectively, and previous label hypothesis        . 

• Inference equation (frame-based):

where                is the classification probability (static frame),     is the temporal order of the transition

forest and        the ensemble size.

Experimental results

• Comparison with decision forest baselines (action recognition):

• Comparison with state-of-the-art approaches (action recognition):

• Comparison with baselines and state-of-the-art (online action detection):
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