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Overview

This paper proposed a deep self-taught learning 

approach, allowing the detector learn the strong 

object-level features reliable for acquiring tight 

positive bounding box samples and afterwards 

re-train itself based on them.

Seed Sample Acquisition

1. Hypothesis-CNN-Pooling (HCP) to obtain 

high-quality positive proposals with image-

level annotations, achieving image-to-object 

transferring.

2. Dense Subgraph Discovery (DSD) to mine the 

most confident class-specific proposals among 

the spatially highly correlated proposals. Iterative 

pruning of the graph to get the most dense nodes.

Mined most confident positive proposals

Results

Detection mAP comparisons with state-of-the-art 

methods:
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