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Introduction 

Conclusions 
A novel framework for unsupervised domain 
adaptation is proposed, where 
 both geometrical and statistical shifts are 

reduced, 
 both shared and specific features are exploited, 
 the state-of-the-art results are obtained on both 

synthetic data and real world datasets.  
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Key Ideas: find two coupled subspaces to obtain new 
representations of respective domains such that 
 the variance of target domain is maximized, 
 
 the discriminative information of source   

domain is preserved, 
 

  the distribution shift is small, 
 
 

 the subspace shift is small.  
 
 

Overall:  

Results on Cross-domain Object Recognition (surf) 

Results on Real World Data 
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Joint Geometrical and Statistical Alignment for Visual Domain Adaptation 
 

Unsupervised Domain Adaptation 
 Data: labelled source + unlabeled target 
 Task: recognition on target domain 
 Challenge: distribution discrepancy → 

performance degeneration 
Solution 
 Data centric approach 
 Subspace centric approach 

Results on Synthetic Data 
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Results on Cross-domain Digit Recognition 

Results on Cross-dataset Action Recognition 

Results on Cross-domain Object Recognition (Decaf) 

Parameter Sensitivity 
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