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Video Captioning, Retrieval, and Question Answering
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Motivation Preprocessing Quantitative Results on the LSMDC2016
+ Representation of video is more complicated than that of image » Candidates for concept words — without external sources! J Perg)rr.nsnc.e .COmDEIISOn foBrzthe mc;\;le deSBCI'pt'OH = . -
. - . ovic eSCI‘lptlDIl r
1. More objects 2. More dynamic 3. More sentiments « Apply automatic POS tagging with NLTK ElTanque | 0.144 (4 0.042(5 0.016@3) 0.007 ) 0.056(7) 0.130(7) 0.098 (2)
' Vast » Select up to V (~2,000) nouns and verbs from the training corpus S2VT [24] 1 0162 (1) 0.051(1) 0.017(1) 0.0072) 0.070(4) 0.149(4) 0.082 (4)
| orzon ding t d f SNUVL 0.157 () 0.049(2) 0.014 4) 0.004 () 0.071(2) 0.147 (5) 0.070 (6)
according to word trequency sophieag | 0.151(3) 0.047(3) 0.013(5) 00054 0.075(1) 0.152(2) 0.072 ()
. } | ayush11011995 | 0.116(8) 0.032(7) 0.011(7) 0.004 () 0.070 (4) 0.138(6) 0.042 (8)
. Existing CNN-RNNs are not enough to catch mid-level semantics in video - Vocabulary preprocessing rakshithShetty | 0.119 (7) 0.024 (8) 0.007 () 0.003 (8) 0.046(8) 0.108 (8) 0.044 (7)
. . . . . . . . - Aalto 0.070 (9) 0.017(9) 0.005(9) 0.002(9) 0.033(9) 0.069(9) 0.037 (9)
* First detect and catch the intermediate, mid-level semantic meanings * Collect the words that occur more than three times In the training set CT-SAN 01355 0044 @ 0017 () 0.008(1) 00712 0.159(1) 0.100 (1)

* Then, perform language tasks on the semantic concepts of video * The resulting dictionary size is |V| = 12,486

* Performance comparison for the Multi-choice, Retrieval, Fill-in-the-blank
Tasks Multi-Choice Movie Retrieval Fill-in-the-Blank

Objective : Methods Accuracy |R@1 R@5 R@10 MedR || Methods Accuracy
renitecture A
_ _ _ Aalto 39.7 = - — — amirmazaheri 34.2
Address multiple video-and-language tasks using detected concepts Concept word Detector SNUVL (Single) 63.1 | 3.8 13.6 189 80 || SNUVL (Single) 38.0
- - T (L copies) ‘i P C()ncept words EITElIlqlle 63.7 4.7 5.9 23.4 64 SNUVL (EI]SE:II]blE) 40.7
gl h ~ — : : i £ [ stand | nsemble : : 14. . - ingle :
General concept word detector that can be learned in end-to-end without . O axmaxs J - SNUVL (Ensemble)| 657 | 3.6 147 239 50 || CT-SAN (Single) 419
external sources - G Sl el ] o 1 n®,F 2| o] [P CT-SAN (Single) 638 |45 141 209 67 || CT-SAN (Ensemble) | 42.7
Use concept words as a semantic prior to describe a video PXAXPIS T IE | |Z] 4 Adention | [ 2| (g [kl . CT-SAN (Ensemble)| 67.0 |51 163 252 46
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Evaluate four video-and-language tasks in LSMDC to prove flexibility of [ Tile | AW K s iy Lxp  |ERIG| P
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Movie desciption Movie fill-in-the-blank QA Movie multiple-choice QA Movie retrieval ‘ Y . x.4‘>< ; Tracing LSTI\’:’{ g { N }z ? [Word Embedding] QU al |tat|Ve ReS U ItS
| “ e e phéne_ N ROV} vy L fa I * Movie description example
| e - LSTM K x 300 y -
SOMEONE puts his arms around. v | :
, SOMEONES eyes widen. \ rz’ r(‘)j ~ , ﬁ PR o= ) ' e B \,
. L _ h He gives a faint bobble of his head. E;? = S Q PRe t GT : We glimpse a black eagle emblem amid the return address.
relzdvsaggé license plate 2)12] Sg: — Q_Z).H:)%poe:ft © With people. e o E 12 : L Ours : SOMEONE opens the envelope and finds a note written on the page.
. Later she enters her apartment. % % ;1 _8_ 4; g 4; g |O - @—@ h, = §’ @ Concept words : page, note, card, envelope, book, name, find, read, paper, letter
© R R L - _ “ | Word + Fill-in-the-Blank example
Our Soluti CT-SAN S S0 | e _brediction , i
ur O u IO n — ) % = ta} () Video Encoding : Sematic Attention (ex. hit) Tk \ : VI )
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Concept-Tracing Semantic Attention Networks . - nerator » e = S -
Movie Description Blank Sentence : He slows down in front of one
Concept Detection Semantic Attention Task-specific Networks . . box tree on the front jawn and pulls up onto the driveway.
Maint p ' | U ltipl d R | p | ) Employ L Concept—Tracmg LSTMs, each of which can capture a concept égi\(lzveegﬁ\lljc;rrcle:ggri:vrg)lézer /pTJ(I)Iujgwn front, outside, house, street, get, road
aln atln vistal f S? MUIpie wor " t eio vmbg_ a??uagde « Top K concept words are detected and used for the semantic attention S R
consistency using catures as semantic asks SUBJECL O VIGEO » Generate sentence using RNN decoder with semantic attention -choice example
LSTM with attention prior in video semantic concepts > & LS CHES
Tracing LSTMs Tracing concepts by attention Concept Softmax Word . ) Smilin and chtﬁ’ing sed nr sund a Ierin th wods.
; ‘ word Output @ - @ predlctllfon Sentence [ : {C;}i=q Sentence [ : {c;}}_4 @ Both girls turn to speak.
’ ........... ’ " Detector | attention 3 (ex. take) @ (ex. Looks) e (ex. Looks) 3 He turns and smiles.
AR | T ,‘ a @i, [ £ »Z] Conczpt : Concept @ As they spin around again, SOMEONE crouches by the window and raises his binoculars.
| e > Sl Fo, o wor n npl}t word n Inpgt ® then turns back and enters the house.
d 4 = ! . b P b [ 2 P ) attention | petector |y, attention Concept words : road, drive, car, tree, house, down, pull, driveway, park, speed
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Concent SE i T T 2| e  Similarty  Videok ) Similarity Movie Re_trleval example | |
.p K concept words ® | 0 & - & - ) Seore Question : Throughout the cafeteria, students dance together and clap their hands
Detection N p out ZEg éh hy | O @ 2 T el 2 @ f_ . | |
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< Ve B p N  Fill-in-the-Blank: Bidirectional LSTM for representing the sentence
koo — 3 ~ Task-specific * Multiple-Choice/Retrieval: Choose the correct answer from the estimated
ask-specific n C .
P 7 0 — [ n, network similarity between video and sentence
Networks Z 9 j
S h, module _ _
3 . N / ASee the equations in the paper!
Concept words : dance, woman, girl, hug, dress, arm, back, pose, down, show




