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 We use FCN [1] to semantically segment the input image into related
classes: facade, vertical edge, horizontal edge and background.
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