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Introduction

Highlights
• A novel loss function based on a log-sum-exp function.
• A novel label decision module to infer the exact labels.
• Achieved the state of the art performance on the VOC2007, 

NUS-WIDE, and MS-COCO for the multi-label task.

Code Available: https://goo.gl/Fi5hiG   

Log-Sum-Exp Pairwise Loss Function (LSEP Loss)

ü Smooth everywhere
ü Nice theoretical properties (Bayes consistency)
ü Margin enforcing
ü Scalable w.r.t. vocabulary size
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(LSEP) Y Y Y Y

Softmax N Y Y Y

Ranking Y Y N N

WARP N Y N N

BP-MLL Y N N Y
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Per Label Performance on MS-COCO

• Cap label count at n (n=4)
• Classify the label count

• Predict label set given adaptive thresholds
• Adaptive thresholds, w.r.t. the image and the label
• Cross entropy loss as relaxed objective
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Lower loss means better average performance

Nice Theoretical Properties (Bayes Consistency)

Puts focus on violating pairs

Margin Enforcing

Label Count Prediction

Adaptive Thresholding


