
IEEE 2017 Conference on 
Computer Vision and Pattern 

Recognition  
Beyond triplet loss: a deep quadruplet network for person re-identification 

Weihua Chen, Xiaotang Chen, Jianguo Zhang, Kaiqi Huang 
{weihua.chen, xtchen, kqhuang}@nlpr.ia.ac.cn, j.n.zhang@dundee.ac.uk 

1. Motivation 

Triplet Loss on Testset 

Probe Rank List ( Groundtruth ) 

Observation from Right Fig:  
a. Some false positives are more 
similar to the probe image; 
b. These false positives never show 
up in training set.  

Conclusion:  
The trained model has lower 
generalization ability on testing set. 

Quadruplet 
Loss 

Triplet 
Loss 

Results of triplet loss on Testing Set 2. Quadruplet loss 

3. Margin-based online hard negative mining 

Advantage: Quadruplet loss can reduce the intra-class variance and 
enlarge the inter-class variance, which enhances the generalization ability.  

Advantage: We use the average distances of two distinct distributions (i.e., the 
positive pair distance distribution and the negative pair distance distribution) to 
represent margin thresholds, which can be learned adaptively. 

4. Quadruplet Network 

5. Relationships of different losses 
The binary classification loss (Rewritten): 

The triplet loss: 

The quadruplet loss: 

di  < dj di < dk Colors indicate different constraints: 

6. Experiments 
The average inter&intra-class distance from different losses: 

The CMC performance compared with state of the arts: 

I'm now at the end of my PhD and looking for 
a place where my skills and passion will have 
the highest positive impact. 
My homepage: http://cwhgn.github.io/ 
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