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Introduction :
 We develop a Single frame Video Parsing (SVP) method which 

requires only one labeled frame per video in training stage to 

parse one Surveillance video. 

 Function

• Segment the video frames into several labels, e.g., face, pants, left-

leg.

 Train & Test 

• During training, only a single frame per video is labeled(red box)

• During testing, a parsing window is slided along the video. The parsing 

result(orange box) is determined by itself, the long-range frame(green 

box ) and the short-range frame(blue box). 

 Network

Approach :

 Contribution

• Single Frame Supervision : the first attempt to segment the human parts in the 

surveillance video by labeling single frame per training video.

• Good performance: the feature learning, pixelwise classification, correspondence 

mining and the temporal fusion are updated in a unified optimization process and 

collaboratively contribute to the parsing results. 

• Applicable : the proposed SVP framework is end-to-end and thus very applicable for 

real usage. 

 Frame Parsing Sub-network

• Video V = 𝐼1, … , 𝐼𝑁 . The single labeled frame is 𝐼𝑁. The frame parsing sub-network 

produces the rough label maps for the triplet, donated as ෨𝑃𝑡−𝑙 , ෨𝑃𝑡−𝑠, ෨𝑃𝑡 . 

 Optical Flow Estimation Sub-network  

• Estimate the dense cor-respondence between adjacent frames on the fly.

 Temporal Fusion Sub-network 

• Apply the obtained optical flow 𝐹𝑡,𝑡−𝑙 and 𝐹𝑡,𝑡−𝑠 to ෨𝑃𝑡−𝑙𝑎𝑛𝑑 ෨𝑃𝑡−𝑠 , producing 
෠𝑃𝑡−𝑙𝑎𝑛𝑑 ෠𝑃𝑡−𝑆. To alleviate the influence of imperfect optical flow, the pixel-wise flow 

confidence 𝐶𝑡−𝑙,𝑡 and 𝐶𝑡−𝑠,𝑡 are estimated.

Experiment:
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Figture4. Step by step illustration of SVP. 1∼4 columns: the long-range frame, its the parsing result, the warped 
parsing result and the confidence map. 5∼8 columns: the short-range frame, its parsing result, the warped parsing 
result and the confidence map. 9∼12 columns: test image, the rough parsing result, refined parsing result and ground 
truth parsing result.
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Figture2. The proposed single frame supervised video paring (SVP) 

network. The network is trained end-to-end.

Figture3. 1,2 columns: the long-range frame, its the parsing result. 3,4 columns: the short-range frame, 
its the parsing result. 1,2 columns: the test frame, its the parsing result. 

Figture5. The test image, the groundtruth label, results of the EM-Adapt and SVP are shown sequentially

Figture1. The process diagram of Training and testing


