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oQualitative results: In each panel from left to right <original, masked, completion>

o Completion under different losseso Framework
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Reconstruction loss  

Local adversarial loss

Global adversarial loss

Parsing regularization
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Three-stage training scheme
vTrained on the CelebA dataset [Liu et 

al., 2015], cropped and aligned version

vImageSize = 128x128, MaskSize = 

64x64, mask randomly positioned

vParsing network is pretrained on the 

Helen dataset [Le et al., 2012]

Globally and locally plausible and consistent face completion

Loss functions:


