
Experiment
 Implementation

• Tensorflow (CF-Net) + MATLAB (At-Net) (By socket communication)
• i7-6900K CPU, 32GB RAM, NVIDIA GTX1070 CPU

 Quantitative Results

 Analysis

 Qualitative Results

[1] Choi et al., “Visual tracking using attention-modulated disintegration and integration”, CVPR2016
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 By using many properties, tracking performance 
can be improved

 But, needs much time to consider various 
properties of target

Target Problems

 Attentional Correlation Filter Network

• Attention Network

>> Predict the module-wise performance

>> Select the attentional modules

• Correlation Filter Network

>> A lot of tracking modules with different properties

>> Novel properties (flexible aspect ratio, delay etc.)

Approach & Contribution

Codes & Results are available.

homepage: https://sites.google.com/site/jwchoivision

𝐬𝑡

𝐡𝑡
Tracking Step

Pre-training of Attention Network

Score Prediction Select Active Modules Run Active Modules Track by Best ModuleValidate Modules Update All Modules

 Two Conditions

• High predicted 

validation scores

• High prediction error 

on score prediction

 Only a part of modules

• Different Feature

• Different Kernel

 Scale change

• Share non-scalable CF

 Delayed update

• Reuse previous CFs

Correlation Filter Network
260 Tracking Modules

• Each tracking module is AtCF [1]

• 2 Features (Color intensity, HOG)

• 2 Kernel types (Gaussian, Polynomial)

• 13 Flexible scale changes (-2x, -x, +x, +2x, -2y, -y, +y, +2y, +xy, +2xy, 0)

• 5 Delayed updates (0, -1, -2, -3, -4 frames)

From prev. score vectors,

predict curr. score vector

Prediction 

sub-network

Selection

sub-network
 Validation Score for Active Modules

• Use Euclidian distance to ideal response

 Predicted Score for Inactive Modules

Relaxation

Loss Function

• Prediction sub-network • Selection sub-network

Reference

• Parameter Analysis

• Attention Map Definition

• Frequency map for various cases


