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➢ Channel-wise:  A channel-wise feature map is 
essentially a detector response map of the 
corresponding filter.

➢ Multi-layer:  A feature map is dependent on its lower-
layer ones.

Motivation

➢ Existed popular spatial attention mechanism only re-
weight the last conv-layer feature map of a CNN. 

➢ CNN features are naturally spatial, channel-wise and 
multi-layer. SCN-CNN exploits all of these features for 
image captioning.
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➢ SCA-CNN takes full advantage of characteristic of CNN to yield 
attentive image features: spatial, channel-wise, and multi-layer

➢ SCA-CNN achieves state-of-the-art performance on popular 
benchmarks for image captioning.

➢ SCA-CNN is not only a more powerful attention model, but also a 
better understanding of where(i.e., spatial) and what (i.e., 
channel-wise) the attention looks like in a CNN that evolves 
during. sentence generation.

Conclusions
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SCA-CNN modulates 𝑉𝑙 using the 

attention weights Υ𝑙 in a recurrent 

and multi-layer fashion as：

𝑽𝒍 = 𝑪𝑵𝑵 𝑿𝒍

Υ𝒍 = Φ 𝒉𝒕−𝟏, 𝑽
𝒍

𝑿𝒍 = 𝒇 𝑽𝒍, Υ𝒍
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For the constrains of GPU memory, we 

decompose Υ𝑙 into spatial attention weights 

α𝑙 and channel-wise attention weights β𝑙 .

Channel-Spatial variant：
β = Φ𝒄 𝒉𝒕−𝟏, 𝑽

α = Φ𝒔(𝒉𝒕−𝟏, 𝒇𝒄(𝑽, β)
𝑿 = 𝒇 𝑽, α, β


