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Brief Introduction:
● We propose a simple and effective approach to 

predict 3D human pose by monocular RGB 
images.

● The proposed two-step framework leverages 
CNN based 2D pose estimation, and complete 
3D prediction by a warping of nearest exemplar.

● Different matching metric were examined for 
extracting nearest exemplars.

● The approach could be applied to images in the 
wild.

Dataset:
Human3.6M
● A MoCap system capturing 15 action classes performed by 15 human 

subjects
● Each frame has corresponding 2D and 3D human pose annotations

Assumption
● Weak perspective
● Given 2D pose(landmarks), the 3D 

pose is independent of the input 
image:

Quantitative evaluation
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Approach
● First use CNN-based approach to estimate 2D pose 

(Convolutional Pose Machines(CPM)), and then nearest 
exemplar from 3D pose library is found by Euclidean distance.

● The 3-rd dimension(depth) is predicted by the exemplar.
● We proposed to re-rank the nearest exemplars by camera 

resectioning

Qualitative evaluation

Experiments Setting
● Trainset: S1, S5, S6, S7, S8, S9(1.5M 

exemplars); Testset: S11
● Evaluation Metric: Mean Per Joint 

Position Error in mm (MPJPE)
● Evaluation Protocol A: MPJPE up to a 

rigid transformation
● Evaluation Protocol B: MPJPE 

aligning the reference (pelvis) joint
● Re-rank k exemplars, for k = 1, 10, 100 
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Table 1: Comparison between Eq 1 and 
Eq 2 for different k under Protocol A

Table 2: Comparison between Eq 1 and 
Eq 2 for different k under Protocol B

Table 3: Comparison to [1], [2] by Protocol A. k = 10 performs better than k = 1, and the 
proposed approach outperforms recent state-of-the-art.

Fail case
● When the assumption 

doesn’t hold

Trainset Size 

Table 4: We evaluate a Human3.6M-trained model on HumanEva[3] (under Protocol A). To 
isolate the impact of 3D matching, we use ground-truth 2D keypoints. As a point of comparison, 
average error on Human3.6M test is 70.93 (unwarped) and 57.5 (warped)

● The performance vs 
trainset size


