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•  Most of today’s VQA methods make their predic6ons based on a 
predefined set of informa6on


•  These VQA models have been shown to be “myopic” (tend to fail on 
novel instances) [1]


•  Current state-of-the-art VQA models have indicated that they could 
benefit from beIer visually grounded evidence [4]


•  We push one step further by enabling a VQA model to ask for and 
collect "clues" – in par6cular, visually grounded evidence.
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Figure 3: An example iterative query process. At each time,
the model proposes a task-driven query (Q) to request use-
ful evidence from knowledge sources. The response (R) is
encoded into a memory and added to the memory bank.

3.3. Query Generator

The query generator bridges our model with the external
knowledge sources. It proposes queries based on the mem-
ory state to obtain best relevant evidence. While the most
straightforward strategy would be to paraphrase the target
question as a query to an omniscient source, we don’t have
such oracle in practice. Hence, it is essential to define useful
query types for communication and to devise a good query
strategy for effectiveness.

An error analysis in previous work [?] indicates that a
lack of visual grounding, i.e., facts about the objects in an
image, is a key problem in current VQA systems. Such
visual grounding would help resolving the underlying un-
certainty from noisy vision models. Hence, we define
four query types that the model can use to request visu-
ally grounded evidence. In Table ??, the bold words in the
query templates are the free arguments to construct the fi-
nal queries. Such evidence in the responses is sometimes
referred to as episodic memories [?], as they are grounded
on a specific image. These responses can be harvested from
either human annotation or a pretrained predictive model.

Table 1: Query Types and Response Formats

Query types and templates Response formats
What object can you see? (object, x, y, w, h)
Is there object in the image? (object, x, y, w, h)
How does object look? (object, attribute)
What is interacting with object1? (object2, relation)

Now, we need a strategy to generate the best query to
ask at the current memory state. Reinforcement learning
(RL) approaches are commonly used to learn such a query-
ing policy. However, we found that standard deep RL
methods such as DQN [?] have convergence issues in our
problem setting with a large discrete action space. To ad-

dress this limitation, we use a tree expansion method with
a greedy scoring function instead. We use supervised learn-
ing method to train a query scoring network, which evalu-
ates query candidates at the current state.

Our query scoring network is an MLP model, similar to
the core network, followed by two-level hierarchical soft-
max for the query types and the query objects correspond-
ingly (see Fig. ??(a)). It takes an image-question-memory
triplet as input; however in contrast to the core network, it
does not take answer vectors as input. As we don’t have
ground-truth labels of the optimal queries at each step, we
automatically generate the training samples by Monte-Carlo
rollouts. Fig. ??(b) demonstrates a rollout procedure of the
query tree expansion method. Each node in the tree repre-
sents a query candidate. At each step, we maintain a set of
nouns that have been seen in question and responses, and
branch out queries from this set. The noun set is initialized
by all the noun entities in the question. This set constrains
the width of the search tree, making computation tractable.
During test, the query scoring network computes a score
for each terminal node. The model proposes the next query
with the highest score.

3.4. Learning

As mentioned in Sec. ??, the core network, therefore,
can be trained end-to-end. However, at each step, the query
generator makes a hard decision on which query to propose,
introducing a non-differentiable operation, yet there exists
interdependence between the core network and the query
generator. Thus, we devise an EM-style training procedure,
where we freeze the core network while training the query
scoring network, and vice versa (see Algorithm ??).

We bootstrap with a uniformly random strategy as the
seed query generator, as we initially don’t have a trained
query scoring network. The initial core network is trained
with random rollouts using backpropagation. In subse-
quent iterations, the core network is trained with rollouts
generated from a trained query generator (i.e., tree expan-
sion + query scoring network) from previous step. Freezing
the core network, we then train the query scoring network.

We train the query scoring network with the image-
question-memory triplets as input. The training set is au-
tomatically generated by the core network on Monte-Carlo
rollouts, as depicted in Fig. ??(c). In each rollout, we add
a pair of input and label (i.e., query type and query object)
to the training set if the newly added memory flipped previ-
ously incorrect predictions to the correct answers.

3.5. Implementation Details

We follow the same network setup and the same hyper-
parameters as [?]. Both the core network and the query scor-
ing network have 8,192 hidden units. We use dropout (0.5)
after the first layer, and ReLU as the non-linearity. Both
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Datasets

Visual7W telling task [7]

VQA Real Mul6pleChoice Challenges [1]
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Method	 Visual7W	

LSTM-AIen6on [6]
 0.543


MCB [3]
 0.622


MLP [4]
 0.648


MLP + all knowledge
 0.658


MLP + uniform sampling
 0.653


MLP + query generator
 0.679


Knowledge Sources

Visual Genome scene graphs [5]

Faster R-CNN detectors


Method	 VQA	(dev)	 VQA	(standard)	

Two-layer LSTM [2]
 0.627
 0.631


Co-AIen6on [6]
 0.658
 0.661


MCB + AI. + GloVe [3]
 0.691
 -


MCB Ensemble + Genome [3]
 0.702
 0.701


MLP [4]
 0.659
 -


MLP + query generator
 0.691
 0.689
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Algorithm 1 Training Procedure for Iterative QA Model
1: procedure
2: Generate random query rollouts R(0)

3: Train initial core network C(0) with rollout R(0)

4: Generate training samples S(0) for query scoring network with C(0)

5: Train initial query scoring network G(0) with S(0)

6: for t = 1, . . . , N do . Iterate N times
7: Generate query rollouts R(t) with query scoring network G(t�1)

8: Finetune core network C(t) from C(t�1) with rollout R(t)

9: Generate training samples S(t) for query scoring network from C(t)

10: Finetune query scoring network G(t) from G(t�1) with S(t)

11: end for
12: return {G(N), C(N)}
13: end procedure
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Figure 4: (a) Query scoring network. The network uses hierarchical softmax to evaluate each query given the current memory
state and the question; (b) Query search tree expansion. The model starts with a seed set of nouns, which is used to generate
queries; new nouns from query responses are added to the set and used to expand the query tree further; (c) Generating
training samples for query scoring network. We perform Monte-Carlo rollouts on the query search tree, and use feedback
from the core network as the labels.

Both networks are trained using SDG with momentum and
a base learning rate of 0.01. We perform Monte-Carlo
rollouts by the query generator using an ✏-greedy strategy
(Line 7 in Algorithm 1), where ✏ is annealed from 1.0 to 0.1
as the iterative training procedure proceeds.

4. Experiments

Our main goal, throughout experiments, is to examine
how the acquired evidence from the iterative QA model im-
pact performances of answering questions on images. We
aim to investigate two major aspects of our model: 1) im-
pacts of querying strategies for task-driven knowledge ac-
quisition, and 2) contributions and limitations of different
knowledge sources to answering questions on images. We
first report quantitative results in Sec. 4.2 and then perform
detailed analysis in Sec. 4.3.

4.1. Experiment Setups

Datasets. Our experiments are conducted on the Visual7W
telling task [41] and the VQA Real Multiple Choice chal-
lenge [3]. The Visual7W telling dataset includes 69,817
questions for training, 28,020 for validation, and 42,031 for
testing. The performance is measured by the percentage of
questions that are correctly answered. The VQA Real Mul-
tiple Choice challenge has 248,349 questions for training,
121,512 for validation, and 244,302 for testing. The perfor-
mance is reported by an evaluation metric proposed by [3].

Knowledge Sources. As indicated by the error analysis in
Jabri et al. [17], the key limitation of today’s VQA mod-
els is a lack of visual grounding of objects and concepts.
We thus design our query types and responses in Table 1
to acquire visually grounding evidence from the knowledge
sources. Such knowledge can be obtained by human an-
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