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● From Feedforward to Feedback 
● Information passed via hidden states (ConvLSTM) 
● Feedback: Notion of output at each iteration 

● Advantages: 
● Early Predictions at the Query Time 
● Taxonomic Compliance 
● New basis for Curriculum Learning 

● Representations:  predictions happen in an iterative 
manner coupled with a coarse-to-fine representation

● Core Feedback Model:

● Different Feedback Modules

Demo, Data, Code, Results:  

http://feedbacknet.stanford.edu
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● Advantage III: Episodic Curriculum Learning

● Red Lines: Temporal Skip Connection

● End-Point Performances and Analysis
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Feedback Feedforwrd

Figure 9. Timed-tSNE plots for five random CIFAR100 classes show-
ing how the representation evolves through depth/time for each method
(i.e. how a datapoint moved). The brighter the arrow, the earlier the
depth/iteration. Vector lengths are shown in half to avoid cluttering.

approach develops a coarse-to-fine representation, as op-
posed to the low-level to high-abstraction of feedforward
networks. This is qualitatively observed in both figures 8
9. Unlike feedforward representation that disentangles the
classes only in the last few layers, the feedback’s represen-
tation is coarsely disentangled earlier and the changes are
mostly around forming fine separation regions. (more dis-
cussions in the supplementary material.)

4.2.5 Curriculum Learning

Model CL Fine Coarse
Feedback Net N 68.21 79.7

Y 69.57(+1.34%) 80.81(+1.11%)
Feedforward N 69.36 80.29

ResNet w/ Aux loss Y 69.24(-0.12%) 80.20(-0.09%)
Feedforward N 69.36 80.29

ResNet w/o Aux loss Y 65.69(-3.67%) 76.94(-3.35%)
Feedforward N 63.56 75.32

VGG w/ Aux loss Y 64.62(+1.06%) 77.18(+1.86%)
Feedforward N 63.56 75.32

VGG w/o Aux loss Y 63.2(-0.36%) 74.97(-0.35%)

Table 6. Evaluation of the impact of Curriculum Learning (CL) on
CIFAR100. Feedback network best utilizes the curriculum.

In Table 6, we compare the performance of the networks
when trained with time-varying coarse-to-fine curriculum
loss and when trained with the fine-only loss function. The
best performance is achieved by feedback network trained
on the curriculum loss function. The performance boost by
doing such curriculum training is also the most significant
in feedback network. This shows that feedback network is
more welcoming and adaptive to curriculum training. This
finding also shows the network is going down a taxonomy
tree through iterative feedback when trained using a taxo-
nomic curriculum (see the curriculum curve in Fig. 7).

4.3. Stanford Cars Dataset

In order to verify that curriculum training could further
improve the performance of feedback network, we also con-
duct the same set of curriculum training experiments on the
Stanford car dataset[22], which has a hierarchical coarse-

Model CL Fine Coarse
Feedback Net N 50.33 74.15

Y 53.37(+3.04%) 80.7(+6.55%)
Feedforward N 49.09 72.60

ResNet-24 Y 50.86(+1.77%) 77.25(+4.65%)
Feedforward N 41.04 67.65

VGG-24 Y 41.87(+0.83%) 70.23(+2.58%)

Table 7. Evaluations on Cars dataset. The CL column denotes if cur-
riculum learning was employed. All methods have (virtual or physical)
depth of 24 and were trained for 80 epochs.

fine label structure as CIFAR-100. We provide the full ex-
perimental setup in the supplementary materail.

To conduct a comparison study of curriculum learning’s
effect, we perform all training from scratch without fine-
tuning pretrained ImageNet [9] models [32] or augmenting
the dataset with additional images [42]. To suit the small
amount of training data in the cars dataset, we use shallow
models for both feedforward and feedback. For feedfor-
ward baseline we have depth of 24 layers, and for feedback
network we have physical depth 6 and iteration count 4, fol-
lowing the same design in Sec. 4.1 Sec. 4.2.3; details is in-
cluded in supplementary material. The curriculum training
is applied to feedback model using time-varying coarse-to-
fine loss. The coarse loss is achieve through a mapping from
196 fine car classes to 7 coarse car types. The performance
comparison is presented in table 7.

4.4. Human Pose Estimation

To be comprehensive in our study of feedback’s effect on
representation learning, we test the effect of feedback on re-
gression task MPII with different architecture. MPII Human
Pose [1] consists of 40k samples (28k training, 11k testing).
Just like we applied feedback to feedforward VGG style
model in classification, we applied feedback to the state of
the art MPII model Hourglass [34]. We substitute sequence
of ResNet-like convolutional layers in one stack Hourglass
with ConvLSTM, which results in a shallower virtual depth.
The performance comparison in Table 8 shows that we out-
perform deeper baseline. A more comprehensive compari-
son and architecture details is included in supplementary.

Method P/D V/D PCKh
Feedforward-Hourglass 24 - 77.6

Feedback-Hourglass 4 12 82.3
Table 8. Evaluations on MPII Human Pose Dataset

5. Conclusion
We demonstrated that a feedback based approach has

several fundamental advantages over feedforward: early
prediction, taxonomy compliance, and easy Curriculum
Learning. Feedback networks’s final results on different
tasks are all on par or better than existing feedforward al-
ternatives. We hope our study provides the community
with new perspectives and motivation to investigate this
paradigm.

8

756
757
758
759
760
761
762
763
764
765
766
767
768
769
770
771
772
773
774
775
776
777
778
779
780
781
782
783
784
785
786
787
788
789
790
791
792
793
794
795
796
797
798
799
800
801
802
803
804
805
806
807
808
809

810
811
812
813
814
815
816
817
818
819
820
821
822
823
824
825
826
827
828
829
830
831
832
833
834
835
836
837
838
839
840
841
842
843
844
845
846
847
848
849
850
851
852
853
854
855
856
857
858
859
860
861
862
863

CVPR
#474

CVPR
#474

CVPR 2017 Submission #474. CONFIDENTIAL REVIEW COPY. DO NOT DISTRIBUTE.

Feedback Feedforwrd

Figure 9. Timed-tSNE plots for five random CIFAR100 classes show-
ing how the representation evolves through depth/time for each method
(i.e. how a datapoint moved). The brighter the arrow, the earlier the
depth/iteration. Vector lengths are shown in half to avoid cluttering.

approach develops a coarse-to-fine representation, as op-
posed to the low-level to high-abstraction of feedforward
networks. This is qualitatively observed in both figures 8
9. Unlike feedforward representation that disentangles the
classes only in the last few layers, the feedback’s represen-
tation is coarsely disentangled earlier and the changes are
mostly around forming fine separation regions. (more dis-
cussions in the supplementary material.)

4.2.5 Curriculum Learning

Model CL Fine Coarse
Feedback Net N 68.21 79.7

Y 69.57(+1.34%) 80.81(+1.11%)
Feedforward N 69.36 80.29

ResNet w/ Aux loss Y 69.24(-0.12%) 80.20(-0.09%)
Feedforward N 69.36 80.29

ResNet w/o Aux loss Y 65.69(-3.67%) 76.94(-3.35%)
Feedforward N 63.56 75.32

VGG w/ Aux loss Y 64.62(+1.06%) 77.18(+1.86%)
Feedforward N 63.56 75.32

VGG w/o Aux loss Y 63.2(-0.36%) 74.97(-0.35%)

Table 6. Evaluation of the impact of Curriculum Learning (CL) on
CIFAR100. Feedback network best utilizes the curriculum.

In Table 6, we compare the performance of the networks
when trained with time-varying coarse-to-fine curriculum
loss and when trained with the fine-only loss function. The
best performance is achieved by feedback network trained
on the curriculum loss function. The performance boost by
doing such curriculum training is also the most significant
in feedback network. This shows that feedback network is
more welcoming and adaptive to curriculum training. This
finding also shows the network is going down a taxonomy
tree through iterative feedback when trained using a taxo-
nomic curriculum (see the curriculum curve in Fig. 7).

4.3. Stanford Cars Dataset

In order to verify that curriculum training could further
improve the performance of feedback network, we also con-
duct the same set of curriculum training experiments on the
Stanford car dataset[22], which has a hierarchical coarse-

Model CL Fine Coarse
Feedback Net N 50.33 74.15

Y 53.37(+3.04%) 80.7(+6.55%)
Feedforward N 49.09 72.60

ResNet-24 Y 50.86(+1.77%) 77.25(+4.65%)
Feedforward N 41.04 67.65

VGG-24 Y 41.87(+0.83%) 70.23(+2.58%)

Table 7. Evaluations on Cars dataset. The CL column denotes if cur-
riculum learning was employed. All methods have (virtual or physical)
depth of 24 and were trained for 80 epochs.

fine label structure as CIFAR-100. We provide the full ex-
perimental setup in the supplementary materail.

To conduct a comparison study of curriculum learning’s
effect, we perform all training from scratch without fine-
tuning pretrained ImageNet [9] models [32] or augmenting
the dataset with additional images [42]. To suit the small
amount of training data in the cars dataset, we use shallow
models for both feedforward and feedback. For feedfor-
ward baseline we have depth of 24 layers, and for feedback
network we have physical depth 6 and iteration count 4, fol-
lowing the same design in Sec. 4.1 Sec. 4.2.3; details is in-
cluded in supplementary material. The curriculum training
is applied to feedback model using time-varying coarse-to-
fine loss. The coarse loss is achieve through a mapping from
196 fine car classes to 7 coarse car types. The performance
comparison is presented in table 7.

4.4. Human Pose Estimation

To be comprehensive in our study of feedback’s effect on
representation learning, we test the effect of feedback on re-
gression task MPII with different architecture. MPII Human
Pose [1] consists of 40k samples (28k training, 11k testing).
Just like we applied feedback to feedforward VGG style
model in classification, we applied feedback to the state of
the art MPII model Hourglass [34]. We substitute sequence
of ResNet-like convolutional layers in one stack Hourglass
with ConvLSTM, which results in a shallower virtual depth.
The performance comparison in Table 8 shows that we out-
perform deeper baseline. A more comprehensive compari-
son and architecture details is included in supplementary.

Method P/D V/D PCKh
Feedforward-Hourglass 24 - 77.6

Feedback-Hourglass 4 12 82.3
Table 8. Evaluations on MPII Human Pose Dataset

5. Conclusion
We demonstrated that a feedback based approach has

several fundamental advantages over feedforward: early
prediction, taxonomy compliance, and easy Curriculum
Learning. Feedback networks’s final results on different
tasks are all on par or better than existing feedforward al-
ternatives. We hope our study provides the community
with new perspectives and motivation to investigate this
paradigm.
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● Timed T-SNE

• Provides estimation of the 
output in a fraction of the 
total inference time

• The computational graph is 
also one order shallower than 
the feedforward

• Comparison of accuracy of 
feedback model and the 
feedforward baselines

• Predictions naturally conform 
to a hierarchical structure in 
the output space (a taxonomy) 

•   The probability of making a 
correct coarse prediction for a 
query if it made a wrong fine 
prediction for it

• Qualitative Results: Each 
row shows a query along 
with nearest neighbors at 
different depths for feedback 
and feedfowrad networks

• Comparison of with and without 
the temporal skip inference 

• Feedback enables enforcing on episodic curriculum. 
• Any hierarchical output space or taxonomy can be 

used as a curriculum strategy. 
• We use annealed loss function at each time step

Curriculum Learning

(details in the main paper)

CIFAR100 Stanford Cars Dataset

Feedback best leverages curriculum learning

Curriculum Learning

(details in the main paper)

CIFAR100 Stanford Cars Dataset

Feedback best leverages curriculum learning

• Evaluation of the impact 
of Curriculum Learning 
(CL) on CIFAR100. 

• Curriculum training also 
improves taxonomic 
prediction which it is 
condition on

• Evaluation of the impact of 
Curriculum Learning (CL) 
on Stanford Car dataset.

Stanford Cars datasetCIFAR100

● Feedback v.s. ResNet Ensemble: 
comparison between Feedback Net and an ensemble 
of ResNets that produce early predictions at the same 
computation graph depth time steps

• Illustrates how the representation 
of a network evolves  throughout 
depth/iterations

•The major difference between our 
model and recurrent feedforward 
models is how the loss is connected

• CIFAR100 performance comparison of the same 
physical structure trained for different iteration.

• CIFAR100 performance comparison of feedback models with same 
virtual depth but different (iteration, physical depth) combinations.

http://feedbacknet.stanford.edu

