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Maximum Consensus:
  Estimate a model that is consistent with as many of the 

data as possible:

RANSAC
 Fit a model onto randomly sampled minimal subsets.
 Return the model with the largest consensus size. 

Applications:

Locally optimized RANSAC (LO-RANSAC)
 Execute an inner sampling routine whenever the 

solution is updated by RANSAC.
 Non-deterministic.

Deterministic local refinement
 Improve an initial estimate (RANSAC, LSQ,...) to a solution with larger consensus size.

Complementarity constraints
 Rewrite (1) as:

  Outlier minimization

 Let   

Penalty Method
 Incorporate the complementarity constraints 

to the cost function:

Frank-Wolfe method for solving (3)
 Fix s, v → (2) becomes LP with respect to u
 Fix u → (2) becomes LP with respect to s,v

Main algorithm Synthetic data results

* Algorithm 1 converges to a KKT point of (3)

Real data resultsLine/Plane fitting Homography Estimation Triangulation
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 Theorem: There exists α* such that 
for all α ≥ α*, a KKT point of (3) is 
also a KKT point of (2)

MATLAB code is available at: http://cs.adelaide.edu.au/~huu

 Can be applied to quasiconvex  
problems


