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Introduction Approach Visualization

End-to-end network with two stages: a region detection network and a localization and captioning

network
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Benefit of joint inference

Dense captioning is a newly emerging com-
puter vision topic for understanding images with
dense language descriptions.

Goals
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Two key challenges
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localization and captioning network

Sample result

man wearing a man in a a black helmeton a crowd of people
a blue shirt red shirt a baseball player . watching the game

Joint inference structure Experiments
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