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Qualitative Results
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: First row, an especially difficult sequence which OSVOS segments well. Second row, OSVOS’ worst result.

we can afford, by letting the fine-tuning algorithm at test

fore, OSVOS’ time can be divided into the fine-tuning time

first mode we evaluate is -OS-BS (
fine-tune to the particular sequence, and thus use the parent

To take into account the fine-tuning time, we can con-

we average the fine-tuning time (done once per sequence)

the gain in quality with respect to the fine-tuning time, plus

could also perform the fine-tuning offline, by training on a

Compared to other techniques, OSVOS is significantly

Refinement of results:

that knowledge into further fine-tuning the result.

the ground-truth annotation into the fine-tuning. Table

i.e. zero-shot). We can see that the quality significantly in-
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Measure Ours OFL BVS FCP JMP HVS SEA TSP FST NLC MSG KEY CVOS TRC SAL COB |SP COB MCG

Mean 79.8 68.0 60.0 58.4 57.0 54.6 50.4 31 .9 55 . 8 55.1 53.3 49.8 48.2 47.3 39.3 86. 5 79.3 70.7
J Recall 93.6 75.6 66.9 71 .5 62.6 61.4 53.1 30.0 64. 9 55.8 61.6 59.1 54.0 49.3 30.0 96. 5 94.4 91.7

Decay 14.9 26.4 28.9 − 2.0 39.4 23.6 36.4 38.1 0. 0 12 .6 2.4 14.1 10.5 8.3 6.9 2.8 3.2 1 . 3
Mean 80.6 63.4 58.8 49.2 53.1 52.9 48.0 29.7 51.1 52 . 3 50.8 42.7 44.7 44.1 34.4 87. 1 75.7 62.9

F Recall 92.6 70.4 67.9 49.5 54.2 61.0 46.3 23.0 51.6 51.9 60. 0 37.5 52.6 43.6 15.4 92 . 4 88.5 76.7
Decay 15.0 27.2 21 .3 − 1 . 1 38.4 22.7 34.5 35.7 2. 9 11 .4 5.1 10.6 11 .7 12 .9 4.3 2.3 3.9 1 . 9

T Mean 37.6 21 .7 34.5 29.6 15.3 35.0 14 .9 41.2 34.3 41.4 29.1 25.2 24 . 4 37.6 64.1 27 . 4 44.1 69.8

State of the Art in Video Object Segmentation

Measure Ours -BS -PN-BS -OS-BS -PN-OS-BS

Mean 79.8 77.4 2.4 64.6 15.2 52.5 27.3 17.6 62.2

J Recall 93.6 91.0 2.6 70.5 23.2 57.7 35.9 2.3 91.3

Decay 14.9 17.4 2.5 27.8 13.0 −1.9 16.7 1.8 13.1

Mean 80.6 78.1 2.5 66.7 13.9 47.7 32.9 20.3 60.4

F Recall 92.6 92.0 0.6 74.4 18.3 47.9 44.7 2.4 90.2

Decay 15.0 19.4 4.5 26.4 11.4 0.6 14.3 2.4 12.6

T Mean 37.6 33.5 4.0 60.9 23.3 53.8 16.2 46.0 8.4

-BS: w/o boundary snapping -PN: w/o parent network
-OS: w/o one-shot learning

Ablation Study

Performance obtained by removing different parts of the network

Training data 100 200 600 1000 2079

Quality ( J ) 74.6 76.9 77.2 77.3 77.4

Evolution of performance with 
the number of training

images for offline training

Evolution of performance with more annotated frames

Annotations 0 1 2 3 4 5 All

Quality ( J ) 58.5 79.8 84.6 85.9 86.9 87.5 88.7

Network Architecture

Boundary Snapping
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Base Network
Pre-trained on ImageNet

1

Parent Network
Trained on DAVIS training set

2

Test Network
Fine-tuned on frame 1 of test sequence

Training Procedure

CNN architecture: Fully Convolutional VGG with skip connections
Loss: Class-balanced cross entropy 

We present One-Shot Video Object Seg-
mentation (OSVOS),   a CNN based semi- 
supervised video object segmentation 
algorithm. The core contributions are:

1 A fully-convolutional neural network 
architecture that learns the appear-
ance of a single annotated object, 
from one annotated image.

4 Temporally consistent and stable re-
sults even though all frames are pro-
cess independently. 

5 State-of-the-Art results in DAVIS 2016 
and Youtube-Objects datasets.

2 A training scheme in which it is easy 
to work with any tradeoff between ac-
curacy and execution speed, depend-
ing on the application.

Contributions

3 Snapping to CNN-based contours, 
that are produced in the same forward 
pass
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Extra Annotated Frames

OSVOS result 2 extra annotated frames

Error Analysis

More about the architecture: “Deep Retinal Image Understanding”,  in MICCAI 2016


