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In this supplementary material, we provide some qualitative results for the Deep MANTA approach: results on the Kitti
test set (Figure 2) and a video demonstration (link). Figure 1 is a screenshot from the video demonstration. Note that no
temporal information are used to generate it.

Figure 1. Screenshot from the demonstration video. Top left: 2D detection, part localization and part visibility. Red dots: visible parts,
green dots: occluded parts. Self-occluded parts are not represented for better readability. Bottom left: projected 3D bounding boxes and
the distance to the camera. Right: top view of the scene (the camera is represented in blue).

http://www.kalisteo.eu/en/demonstration_video.htm#videos_as


Figure 2. Image results on Kitti test set. For each image, 2D detections, parts localization and part visiblity are represented. Red dots:
visible parts, green dots: occluded parts, blue dots: self-occluded parts. Under each image, we show 3D parts and 3D bounding boxes. The
camera is represented in blue.






