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1. Evaluation Results on CVPR2013 dataset
Fig. 1 represents detailed evaluation results on the

CVPR2013 dataset [1]. As shown in the evaluation plots,
the proposed framework showed the state-of-the-art perfor-
mance among the real-time visual trackers.

2. Validations on the Parameters
To show the effect of the parameters used in the Atten-

tional Correlation Filter Network (ACFN), two additional
experiments were conducted.

In the first experiment, we varied the number of selected
tracking modules (Na) in order to validate the robustness
of the attentional mechanism, as shown in Fig. 2 (a). For
this experiment, the number of tracking modules with high
predicted validation scores (k) was fixed to 13. The result
shows that the robustness of the tracker reduces dramatically
when Na was too small, which was due to the insufficient
variety of the considered properties in this case. The robust-
ness also decreased with large Na, which meant that adding
the tracking modules without considering the dynamic prop-
erties disturbed the robustness of the tracker.

In the second experiment which is depicted in Fig. 2 (b),
k was varied, while Na was fixed to 52. The performance
dropped when k was set to small values, which was due to
the insufficient number of tracking modules with a high pre-
dicted validation score. When k is too big, the performance
of the tracker decreased because the prediction errors caused
by inactive tracking modules were accumulated over time.

3. Scene-wise Frequency Maps
Fig. 3 shows the frequency maps from the Bolt and Jump-

ing scenes. In the frequency maps of the Bolt scene, the
colour-based tracking modules were frequently chosen as
the best module. This was due to many shape deformations
which occur in this scene, which was hard to track only by
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Figure 1. Evaluation Results. In CVPR2013 [1] dataset, ACFN
showed the best performance amongst real-time trackers. The
numbers within the legend are the average precisions when the
centre error threshold equals 20 pixels (top row), or the area under
the curve of the success plot (bottom row).

HOG features. In the frequency maps of the Jumping scene,
many abrupt movements and blurrinesses happen. As the
tracker often suffered from position drift, tracking modules
with delayed updates were often chosen as the best module
to refine the drifting tracker.

The frequency maps of the active modules and the best
module were obtained from each scene of the CVPR2013
dataset [1] and the TPAMI2015 dataset [2]. As shown in
Fig. 4 and Fig. 5, the various tracking modules were selected
according to the distinct situations of the scenes.

In Fig. 6 and Fig. 7, while the HOG-based tracking mod-
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Figure 2. Parameter variation. The number of active modules
(Na) and the modules selected by high predicted validation scores
(k) are set to various values in order to show the influence on the
precision scores obtained in the CVPR2013 dataset [1].
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Figure 3. Frequency map for specific tracking scenes. Accord-
ing to the various dynamic properties of targets, the modules chosen
as the active modules and the best module were distinct.

ules were generally chosen as the best module, importantly,
other tracking modules also operated to track the target pre-
cisely. Because the tracking can fail even with one miss-
ing frame, selecting various tracking modules which cover
different properties as the best module was critical for the
performance of the tracker.

From looking at the frequency of the best module chosen
in the scene, one can infer properties of the scene. While
most scenes rely mostly on HOG features, the Skating1,
Dog1, and Bolt scenes frequently rely on colour features as
they contain targets with out-of-the-plane rotation and shape
deformations. Interestingly, one could think of using the
frequency maps to cluster the scenes. Each cluster would
then contain scenes of similar properties. For example, the
CarScale and Doll Scene both contain a target with scale
changes and partial occlusions, while the Couple, Deer, and
Foolball1 scenes contain a target with large motion in a few
frames.
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Figure 4. Scene-wise frequency maps of the active modules from the CVPR2013 dataset. From all scenes of the CVPR2013 dataset [1],
the frequency maps of the active modules were obtained.
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Figure 5. Scene-wise frequency maps of the active modules from the TPAMI2015 dataset. The frequency maps of the active modules
were estimated from the remaining scenes of the TPAMI2015 dataset [2].
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Figure 6. Scene-wise frequency maps of the best module from the CVPR2013 dataset. From all scenes of the CVPR2013 dataset [1],
the frequency maps of the best module were obtained.
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Figure 7. Scene-wise frequency maps of the best modules from the TPAMI2015 dataset. The frequency maps of the best modules were
estimated from the remaining scenes of the TPAMI2015 dataset [2].


