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Abstract

This supplementary document is organized as follows:

• Sec. 1 studies how and why VisDial is more than just a
collection of independent Q&As.

• Sec. 2 shows qualitative examples from our dataset.

• Sec. 3 presents detailed human studies along with compar-
isons to machine accuracy. The interface is also demon-
strated in a video1.

• Sec. 4 shows snapshots of our two-person chat data-
collection interface on Amazon Mechanical Turk. The in-
terface is also demonstrated in a video1.

• Sec. 5 presents further analysis of VisDial, such as ques-
tion types, question and answer lengths per question type.
A video with an interactive sunburst visualization of the
dataset is included1.

• Sec. 6 presents performance of our models on VisDial v0.5
test.

• Sec. 7 presents implementation-level training details in-
cluding data preprocessing, and model architectures.

• Putting it all together, we compile a video demonstrating
our visual chatbot1 that answers a sequence of questions
from a user about an image. This demo uses one of our
best generative models from the main paper, MN-QIH-G,
and uses sampling (without any beam-search) for infer-
ence in the LSTM decoder. Note that these videos demon-
strate an ‘unscripted’ dialog – in the sense that the partic-
ular QA sequence is not present in VisDial and the model
is not provided with any list of answer options.

1https://vimeo.com/193092429

1. In what ways are dialogs in VisDial more
than just 10 visual Q&As?

In this section, we lay out an exhaustive list of differences
between VisDial and existing image question-answering
datasets, with the VQA dataset [3] serving as the represen-
tative.
In essence, we characterize what makes an instance in Vis-
Dial more than a collection of 10 independent question-
answer pairs about an image – what makes it a dialog.
In order to be self-contained and an exhaustive list, some
parts of this section repeat content from the main document.

1.1. VisDial has longer free-form answers

Fig. 1a shows the distribution of answer lengths in VisDial.
and Tab. 1 compares statistics of VisDial with existing im-
age question answering datasets. Unlike previous datasets,
answers in VisDial are longer, conversational, and more de-
scriptive – mean-length 2.9 words (VisDial) vs 1.1 (VQA),
2.0 (Visual 7W), 2.8 (Visual Madlibs). Moreover, 37.1% of
answers in VisDial are longer than 2 words while the VQA
dataset has only 3.8% answers longer than 2 words.

(a) (b)

Figure 1: Distribution of lengths for questions and answers (left);
and percent coverage of unique answers over all answers from the
train dataset (right), compared to VQA. For a given coverage, Vis-
Dial has more unique answers indicating greater answer diversity.

Fig. 1b shows the cumulative coverage of all answers (y-
axis) by the most frequent answers (x-axis). The difference
between VisDial and VQA is stark – the top-1000 answers

1

https://vimeo.com/193092429


# QA # Images Q Length A Length A Length > 2 Top-1000 A Human Accuracy
DAQUAR [8] 12,468 1,447 11.5± 2.4 1.2± 0.5 3.4% 96.4% -
Visual Madlibs [12] 56,468 9,688 4.9± 2.4 2.8± 2.0 47.4% 57.9% -
COCO-QA [11] 117,684 69,172 8.7± 2.7 1.0± 0 0.0% 100% -
Baidu [5] 316,193 316,193 - - - - -
VQA [3] 614,163 204,721 6.2± 2.0 1.1± 0.4 3.8% 82.7% X
Visual7W [14] 327,939 47,300 6.9± 2.4 2.0± 1.4 27.6% 63.5% X
VisDial (Ours) 1,232,870 123,287 5.1± 0.0 2.9± 0.0 37.1% 63.2% X

Table 1: Comparison of existing image question answering datasets with VisDial

in VQA cover ∼83% of all answers, while in VisDial that
figure is only ∼63%. There is a significant heavy tail of an-
swers in VisDial – most long strings are unique, and thus the
coverage curve in Fig. 1b becomes a straight line with slope
1. In total, there are 337,527 unique answers in VisDial (out
of the 1,232,870 answers currently in the dataset).

1.2. VisDial has co-references in dialogs

People conversing with each other tend to use pronouns to
refer to already mentioned entities. Since language in Vis-
Dial is the result of a sequential conversation, it naturally
contains pronouns – ‘he’, ‘she’, ‘his’, ‘her’, ‘it’, ‘their’,
‘they’, ‘this’, ‘that’, ‘those’, etc. In total, 38% of ques-
tions, 19% of answers, and nearly all (98%) dialogs contain
at least one pronoun, thus confirming that a machine will
need to overcome coreference ambiguities to be successful
on this task. As a comparison, only 9% of questions and
0.25% of answers in VQA contain at least one pronoun.
In Fig. 2, we see that pronoun usage is lower in the first
round compared to other rounds, which is expected since
there are fewer entities to refer to in the earlier rounds. The
pronoun usage is also generally lower in answers than ques-
tions, which is also understandable since the answers are
generally shorter than questions and thus less likely to con-
tain pronouns. In general, the pronoun usage is fairly con-
sistent across rounds (starting from round 2) for both ques-
tions and answers.

Figure 2: Percentage of QAs with pronouns for different rounds.
In round 1, pronoun usage in questions is low (in fact, almost equal
to usage in answers). From rounds 2 through 10, pronoun usage is
higher in questions and fairly consistent across rounds.

1.3. VisDial has smoothness/continuity in ‘topics’

Qualitative Example of Topics. There is a stylistic dif-
ference in the questions asked in VisDial (compared to the
questions in VQA) due to the nature of the task assigned to
the subjects asking the questions. In VQA, subjects saw the
image and were asked to “stump a smart robot”. Thus, most
queries involve specific details, often about the background
(Q: ‘What program is being utilized in the background on
the computer?’). In VisDial, questioners did not see the
original image and were asking questions to build a mental
model of the scene. Thus, the questions tend to be open-
ended, and often follow a pattern:
• Generally starting with the entities in the caption:

‘An elephant walking away from a pool in an exhibit’,
‘Is there only 1 elephant?’,

• digging deeper into their parts, attributes, or proper-
ties:

‘Is it full grown?’, ‘Is it facing the camera?’,
• asking about the scene category or the picture setting:

‘Is this indoors or outdoors?’, ‘Is this a zoo?’,
• the weather: ‘Is it snowing?’, ‘Is it sunny?’,
• simply exploring the scene:

‘Are there people?’, ‘Is there shelter for elephant?’,
• and asking follow-up questions about the new visual en-

tities discovered from these explorations:
‘There’s a blue fence in background, like an enclosure’,

‘Is the enclosure inside or outside?’.

Such a line of questioning does not exist in the VQA dataset,
where the subjects were shown the questions already asked
about an image, and explicitly instructed to ask about dif-
ferent entities [3].

Counting the Number of Topics. In order to quantify
these qualitative differences, we performed a human study
where we manually annotated question ‘topics’ for 40 im-
ages (a total of 400 questions), chosen randomly from the
val set. The topic annotations were based on human judge-
ment with a consensus of 4 annotators, with topics such as:



asking about a particular object (‘What is the man doing?’),
the scene (‘Is it outdoors or indoors?’), the weather (“Is the
weather sunny?’), the image (‘Is it a color image?’), and ex-
ploration (‘Is there anything else?”). We performed similar
topic annotation for questions from VQA for the same set
of 40 images, and compared topic continuity in questions.
Across 10 rounds, VisDial questions have 4.55 ± 0.17 top-
ics on average, confirming that these are not 10 independent
questions. Recall that VisDial has 10 questions per image
as opposed to 3 for VQA. Therefore, for a fair compari-
son, we compute average number of topics in VisDial over
all ‘sliding windows’ of 3 successive questions. For 500
bootstrap samples of batch size 40, VisDial has 2.14± 0.05
topics while VQA has 2.53± 0.09. Lower mean number of
topics suggests there is more continuity in VisDial because
questions do not change topics as often.

Transition Probabilities over Topics. We can take this
analysis a step further by computing topic transition proba-
bilities over topics as follows. For a given sequential dialog
exchange, we now count the number of topic transitions be-
tween consecutive QA pairs, normalized by the total num-
ber of possible transitions between rounds (9 for VisDial
and 2 for VQA). We compute this ‘topic transition proba-
bility’ (how likely are two successive QA pairs to be about
two different topics) for VisDial and VQA in two different
settings – (1) in-order and (2) with a permuted sequence
of QAs. Note that if VisDial were simply a collection of
10 independent QAs as opposed to a dialog, we would ex-
pect the topic transition probabilities to be similar for in-
order and permuted variants. However, we find that for
1000 permutations of 40 topic-annotated image-dialogs, in-
order-VisDial has an average topic transition probability of
0.61, while permuted-VisDial has 0.76± 0.02. In contrast,
VQA has a topic transition probability of 0.80 for in-order
vs. 0.83± 0.02 for permuted QAs.
There are two key observations: (1) In-order transition
probability is lower for VisDial than VQA (i.e. topic transi-
tion is less likely in VisDial), and (2) Permuting the order
of questions results in a larger increase for VisDial, around
0.15, compared to a mere 0.03 in case of VQA (i.e. in-order-
VQA and permuted-VQA behave significantly more simi-
larly than in-order-VisDial and permuted-VisDial).
Both these observations establish that there is smoothness in
the temporal order of topics in VisDial, which is indicative
of the narrative structure of a dialog, rather than indepen-
dent question-answers.

1.4. VisDial has the statistics of an NLP dialog dataset

In this analysis, our goal is to measure whether VisDial be-
haves like a dialog dataset.

In particular, we compare VisDial, VQA, and Cornell
Movie-Dialogs Corpus [4]. The Cornell Movie-Dialogs
corpus is a text-only dataset extracted from pairwise inter-
actions between characters from approximately 617 movies,
and is widely used as a standard dialog corpus in the natural
language processing (NLP) and dialog communities.
One popular evaluation criteria used in the dialog-systems
research community is the perplexity of language models
trained on dialog datasets – the lower the perplexity of a
model, the better it has learned the structure in the dialog
dataset.
For the purpose of our analysis, we pick the popular
sequence-to-sequence (Seq2Seq) language model [6] and
use the perplexity of this model trained on different datasets
as a measure of temporal structure in a dataset.
As is standard in the dialog literature, we train the Seq2Seq
model to predict the probability of utterance Ut given the
previous utterance Ut−1, i.e. P(Ut | Ut−1) on the Cornell
corpus. For VisDial and VQA, we train the Seq2Seq model
to predict the probability of a question Qt given the previous
question-answer pair, i.e. P(Qt | (Qt−1, At−1)).
For each dataset, we used its train and val splits for
training and hyperparameter tuning respectively, and report
results on test. At test time, we only use conversations
of length 10 from Cornell corpus for a fair comparison to
VisDial (which has 10 rounds of QA).
For all three datasets, we created 100 permuted versions of
test, where either QA pairs or utterances are randomly
shuffled to disturb their natural order. This allows us to
compare datasets in their natural ordering w.r.t. permuted
orderings. Our hypothesis is that since dialog datasets have
linguistic structure in the sequence of QAs or utterances
they contain, this structure will be significantly affected by
permuting the sequence. In contrast, a collection of inde-
pendent question-answers (as in VQA) will not be signifi-
cantly affected by a permutation.
Tab. 2 compares the original, unshuffled test with the
shuffled testsets on two metrics:

Perplexity: We compute the standard metric of perplex-
ity per token, i.e. exponent of the normalized negative-log-
probability of a sequence (where normalized is by the length
of the sequence). Tab. 2 shows these perplexities for the
original unshuffled test and permuted test sequences.
We notice a few trends.
First, we note that the absolute perplexity values are higher
for the Cornell corpus than QA datasets. We hypothesize
that this is due to the broad, unrestrictive dialog generation
task in Cornell corpus, which is a more difficult task than
question prediction about images, which is in comparison a
more restricted task.



Dataset Perplexity Per Token ClassificationOrig Shuffled
VQA 7.83 8.16 ± 0.02 52.8 ± 0.9

Cornell (10) 82.31 85.31 ± 1.51 61.0 ± 0.6
VisDial (Ours) 6.61 7.28 ± 0.01 73.3 ± 0.4

Table 2: Comparison of sequences in VisDial, VQA, and Cor-
nell Movie-Dialogs corpus in their original ordering vs. permuted
‘shuffled’ ordering. Lower is better for perplexity while higher
is better for classification accuracy. Left: the absolute increase
in perplexity from natural to permuted ordering is highest in the
Cornell corpus (3.0) followed by VisDial with 0.7, and VQA at
0.35, which is indicative of the degree of linguistic structure in
the sequences in these datasets. Right: The accuracy of a simple
threshold-based classifier trained to differentiate between the orig-
inal sequences and their permuted or shuffled versions. A higher
classification rate indicates the existence of a strong temporal con-
tinuity in the conversation, thus making the ordering important.
We can see that the classifier on VisDial achieves the highest ac-
curacy (73.3%), followed by Cornell (61.0%). Note that this is a
binary classification task with the prior probability of each class
by design being equal, thus chance performance is 50%. The clas-
sifier on VQA performs close to chance.

Second, in all three datasets, the shuffled test has statis-
tically significant higher perplexity than the original test,
which indicates that shuffling does indeed break the linguis-
tic structure in the sequences.
Third, the absolute increase in perplexity from natural to
permuted ordering is highest in the Cornell corpus (3.0) fol-
lowed by our VisDial with 0.7, and VQA at 0.35, which
is indicative of the degree of linguistic structure in the se-
quences in these datasets. Finally, the relative increases in
perplexity are 3.64% in Cornell, 10.13% in VisDial, and
4.21% in VQA – VisDial suffers the highest relative in-
crease in perplexity due to shuffling, indicating the exis-
tence of temporal continuity that gets disrupted due to shuf-
fling.

Classification: As our second metric to compare datasets
in their natural vs. permuted order, we test whether we can
reliably classify a given sequence as natural or permuted.
Our classifier is a simple threshold on perplexity of a se-
quence. Specifically, given a pair of sequences, we compute
the perplexity of both from our Seq2Seq model, and predict
that the one with higher perplexity is the sequence in per-
muted ordering, and the sequence with lower perplexity is
the one in natural ordering. The accuracy of this simple
classifier indicates how easy or difficult it is to tell the dif-
ference between natural and permuted sequences. A higher
classification rate indicates the existence of a strong tempo-
ral continuity in the conversation, thus making the ordering
important.

Tab. 2 shows the classification accuracies achieved on all
datasets. We can see that the classifier on VisDial achieves
the highest accuracy (73.3%), followed by Cornell (61.0%).
Note that this is a binary classification task with the prior
probability of each class by design being equal, thus chance
performance is 50%. The classifiers on VisDial and Cornell
both significantly outperforming chance. On the other hand,
the classifier on VQA is near chance (52.8%), indicating a
lack of general temporal continuity.
To summarize this analysis, our experiments show that
VisDial is significantly more dialog-like than VQA, and
behaves more like a standard dialog dataset, the Cornell
Movie-Dialogs corpus.

1.5. VisDial eliminates visual priming bias in VQA

One key difference between VisDial and previous image
question answering datasets (VQA [3], Visual 7W [14],
Baidu mQA [5]) is the lack of a ‘visual priming bias’ in Vis-
Dial. Specifically, in all previous datasets, subjects saw an
image while asking questions about it. As described in [13],
this leads to a particular bias in the questions – people only
ask ‘Is there a clocktower in the picture?’ on pictures ac-
tually containing clock towers. This allows language-only
models to perform remarkably well on VQA and results in
an inflated sense of progress [13]. As one particularly per-
verse example – for questions in the VQA dataset starting
with ‘Do you see a . . . ’, blindly answering ‘yes’ without
reading the rest of the question or looking at the associated
image results in an average VQA accuracy of 87%! In Vis-
Dial, questioners do not see the image. As a result, this bias
is reduced.
This lack of visual priming bias (i.e. not being able to see
the image while asking questions) and holding a dialog with
another person while asking questions results in the follow-
ing two unique features in VisDial.

Uncertainty in Answers in VisDial. Since the answers
in VisDial are longer strings, we can visualize their distri-
bution based on the starting few words (Fig. 3). An inter-
esting category of answers emerges – ‘I think so’, ‘I can’t
tell’, or ‘I can’t see’ – expressing doubt, uncertainty, or lack
of information. This is a consequence of the questioner
not being able to see the image – they are asking contex-
tually relevant questions, but not all questions may be an-
swerable with certainty from that image. We believe this
is rich data for building more human-like AI that refuses to
answer questions it doesn’t have enough information to an-
swer. See [10] for a related, but complementary effort on
question relevance in VQA.



Figure 3: Distribution of answers in VisDial by their first four
words. The ordering of the words starts towards the center and
radiates outwards. The arc length is proportional to the number of
questions containing the word. White areas are words with contri-
butions too small to show.

Binary Questions 6= Binary Answers in VisDial. In
VQA, binary questions are simply those with ‘yes’, ‘no’,
‘maybe’ as answers [3]. In VisDial, we must distinguish
between binary questions and binary answers. Binary ques-
tions are those starting in ‘Do’, ‘Did’, ‘Have’, ‘Has’, ‘Is’,
‘Are’, ‘Was’, ‘Were’, ‘Can’, ‘Could’. Answers to such
questions can (1) contain only ‘yes’ or ‘no’, (2) begin with
‘yes’, ‘no’, and contain additional information or clarifica-
tion (Q: ‘Are there any animals in the image?’, A: ‘yes, 2
cats and a dog’), (3) involve ambiguity (‘It’s hard to see’,
‘Maybe’), or (4) answer the question without explicitly say-
ing ‘yes’ or ‘no’ (Q: ‘Is there any type of design or pat-
tern on the cloth?’, A: ‘There are circles and lines on the
cloth’). We call answers that contain ‘yes’ or ‘no’ as binary
answers – 149,367 and 76,346 answers in subsets (1) and
(2) from above respectively. Binary answers in VQA are
biased towards ‘yes’ [3,13] – 61.40% of yes/no answers are
‘yes’. In VisDial, the trend is reversed. Only 46.96% are
‘yes’ for all yes/no responses. This is understandable since
workers did not see the image, and were more likely to end
up with negative responses.

2. Qualitative Examples from VisDial

Fig. 4 shows random samples of dialogs from the VisDial
dataset.

Model MRR R@1 R@5 Mean

H
um

an


Human-Q 0.441 25.10 67.37 4.19

Human-QH 0.485 30.31 70.53 3.91
Human-QI 0.619 46.12 82.54 2.92

Human-QIH 0.635 48.03 83.76 2.83

M
ac

hi
ne { HREA-QIH-G 0.477 31.64 61.61 4.42

MN-QIH-G 0.481 32.16 61.94 4.47
MN-QIH-D 0.553 36.86 69.39 3.48

Table 3: Human-machine performance comparison on VisDial
v0.5, measured by mean reciprocal rank (MRR), recall@k for
k = {1, 5} and mean rank. Note that higher is better for MRR
and recall@k, while lower is better for mean rank.

3. Human-Machine Comparison

We conducted studies on AMT to quantitatively evaluate
human performance on this task for all combinations of
{with image, without image}×{with history, without his-
tory} on 100 random images at each of the 10 rounds.
Specifically, in each setting, we show human subjects a
jumbled list of 10 candidate answers for a question – top-9
predicted responses from our ‘LF-QIH-D’ model and the 1
ground truth answer – and ask them to rank the responses.
Each task was done by 3 human subjects.
Results of this study are shown in the top-half of Tab. 3.
We find that without access to the image, humans perform
better when they have access to dialog history – compare
the Human-QH row to Human-Q (R@1 of 30.31 vs. 25.10).
As perhaps expected, this gap narrows down when humans
have access to the image – compare Human-QIH to Human-
QI (R@1 of 48.03 vs. 46.12).
Note that these numbers are not directly comparable to ma-
chine performance reported in the main paper because mod-
els are tasked with ranking 100 responses, while humans
are asked to rank 10 candidates. This is because the task of
ranking 100 candidate responses would be too cumbersome
for humans.
To compute comparable human and machine performance,
we evaluate our best discriminative (MN-QIH-D) and gen-
erative (HREA-QIH-G, MN-QIH-G)2 models on the same
10 options that were presented to humans. Note that in this
setting, both humans and machines have R@10 = 1.0, since
there are only 10 options.
Tab. 3 bottom-half shows the results of this comparison. We
can see that, as expected, humans with full information (i.e.
Human-QIH) perform the best with a large gap in human
and machine performance (compare R@5: Human-QIH
83.76% vs. MN-QIH-D 69.39%). This gap is even larger

2 We use both HREA-QIH-G, MN-QIH-G since they have similar ac-
curacies.



(a) (b)

(c) (d)

(e) (f)

Figure 4: Examples from VisDial

when compared to generative models, which unlike the dis-
criminative models are not actively trying to exploit the bi-

ases in the answer candidates (compare R@5: Human-QIH
83.76% vs. HREA-QIH-G 61.61%).



(a) Detailed instructions for Amazon Mechanical Turkers on our interface

(b) Left: What questioner sees; Right: What answerer sees.

Furthermore, we see that humans outperform the best ma-
chine even when not looking at the image, simply on the
basis of the context provided by the history (compare R@5:
Human-QH 70.53% vs. MN-QIH-D 69.39%).
Perhaps as expected, with access to the image but not the
history, humans are significantly better than the best ma-
chines (R@5: Human-QI 82.54% vs. MN-QIH-D 69.39%).
With access to history humans perform even better.
From in-house human studies and worker feedback on
AMT, we find that dialog history plays the following roles
for humans: (1) provides a context for the question and
paints a picture of the scene, which helps eliminate cer-
tain answer choices (especially when the image is not avail-
able), (2) gives cues about the answerer’s response style,
which helps identify the right answer among similar answer
choices, and (3) disambiguates amongst likely interpreta-
tions of the image (i.e., when objects are small or occluded),
again, helping identify the right answer among multiple
plausible options.

4. Interface

In this section, we show our interface to connect two Ama-
zon Mechanical Turk workers live, which we used to collect
our data.
Instructions. To ensure quality of data, we provide detailed
instructions on our interface as shown in Fig. 5a. Since the
workers do not know their roles before starting the study, we
provide instructions for both questioner and answerer roles.
After pairing: Immediately after pairing two workers, we
assign them roles of a questioner and a answerer and display
role-specific instructions as shown in Fig. 5b. Observe that
the questioner does not see the image while the answerer
does have access to it. Both questioner and answerer see
the caption for the image.



5. Additional Analysis of VisDial

In this section, we present additional analyses characteriz-
ing our VisDial dataset.

5.1. Question and Answer Lengths

Fig. 6 shows question lengths by type and round. Aver-
age length of question by type is consistent across rounds.
Questions starting with ‘any’ (‘any people?’, ‘any other
fruits?’, etc.) tend to be the shortest. Fig. 7 shows answer
lengths by type of question they were said in response to and
round. In contrast to questions, there is significant variance
in answer lengths. Answers to binary questions (‘Any peo-
ple?’, ‘Can you see the dog?’, etc.) tend to be short while
answers to ‘how’ and ‘what’ questions tend to be more ex-
planatory and long. Across question types, answers tend to
be the longest in the middle of conversations.

Figure 6: Question lengths by type and round. Average length
of question by type is fairly consistent across rounds. Questions
starting with ‘any’ (‘any people?’, ‘any other fruits?’, etc.) tend to
be the shortest.

5.2. Question Types

Fig. 8 shows round-wise coverage by question type. We
see that as conversations progress, ‘is’, ‘what’ and ‘how’
questions reduce while ‘can’, ‘do’, ‘does’, ‘any’ questions
occur more often. Questions starting with ‘Is’ are the most
popular in the dataset.

6. Performance on VisDial v0.5

Tab. 4 shows the results for our proposed models and base-
lines on VisDial v0.5. A few key takeaways – First, as ex-

Figure 7: Answer lengths by question type and round. Across
question types, average response length tends to be longest in the
middle of the conversation.

Figure 8: Percentage coverage of question types per round. As
conversations progress, ‘Is’, ‘What’ and ‘How’ questions reduce
while ‘Can’, ‘Do’, ‘Does’, ‘Any’ questions occur more often.
Questions starting with ‘Is’ are the most popular in the dataset.

pected, all learning based models significantly outperform



Figure 9: Most frequent answer responses except for ‘yes’/‘no’

non-learning baselines. Second, all discriminative mod-
els significantly outperform generative models, which as
we discussed is expected since discriminative models can
tune to the biases in the answer options. This improve-
ment comes with the significant limitation of not being able
to actually generate responses, and we recommend the two
decoders be viewed as separate use cases. Third, our best
generative and discriminative models are MN-QIH-G with
0.44 MRR, and MN-QIH-D with 0.53 MRR that outper-
form a suite of models and sophisticated baselines. Fourth,
we observe that models with H perform better than Q-only
models, highlighting the importance of history in VisDial.
Fifth, models looking at I outperform both the blind models
(Q, QH) by at least 2% on recall@1 in both decoders. Fi-
nally, models that use both H and I have best performance.
Dialog-level evaluation. Using R@5 to define round-level
‘success’, our best discriminative model MN-QIH-D gets
7.01 rounds out of 10 correct, while generative MN-QIH-
G gets 5.37. Further, the mean first-failure-round (under
R@5) for MN-QIH-D is 3.23, and 2.39 for MN-QIH-G.
Fig. 10a and Fig. 10b show plots for all values of k in R@k.

7. Experimental Details

In this section, we describe details about our models, data
preprocessing, training procedure and hyperparameter se-
lection.

(a) (b)

Figure 10: Dialog-level evaluation

7.1. Models

Late Fusion (LF) Encoder. We encode the image with
a VGG-16 CNN, question and concatenated history with
separate LSTMs and concatenate the three representations.
This is followed by a fully-connected layer and tanh non-
linearity to a 512-d vector, which is used to decode the re-
sponse. Fig. 11a shows the model architecture for our LF
encoder.

Hierarchical Recurrent Encoder (HRE). In this en-
coder, the image representation from VGG-16 CNN is early
fused with the question. Specifically, the image representa-
tion is concatenated with every question word as it is fed
to an LSTM. Each QA-pair in dialog history is indepen-
dently encoded by another LSTM with shared weights. The
image-question representation, computed for every round



Model MRR R@1 R@5 R@10 Mean

B
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
Answer prior 0.311 19.85 39.14 44.28 31.56

NN-Q 0.392 30.54 46.99 49.98 30.88
NN-QI 0.385 29.71 46.57 49.86 30.90
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

LF-Q-G 0.403 29.74 50.10 56.32 24.06
LF-QH-G 0.425 32.49 51.56 57.80 23.11
LF-QI-G 0.437 34.06 52.50 58.89 22.31

LF-QIH-G 0.430 33.27 51.96 58.09 23.04
HRE-QH-G 0.430 32.84 52.36 58.64 22.59
HRE-QIH-G 0.442 34.37 53.40 59.74 21.75

HREA-QIH-G 0.442 34.47 53.43 59.73 21.83
MN-QH-G 0.434 33.12 53.14 59.61 22.14
MN-QIH-G 0.443 34.62 53.74 60.18 21.69

D
is

cr
im

in
at

iv
e



LF-Q-D 0.482 34.29 63.42 74.31 8.87
LF-QH-D 0.505 36.21 66.56 77.31 7.89
LF-QI-D 0.502 35.76 66.59 77.61 7.72

LF-QIH-D 0.511 36.72 67.46 78.30 7.63
HRE-QH-D 0.489 34.74 64.25 75.40 8.32
HRE-QIH-D 0.502 36.26 65.67 77.05 7.79

HREA-QIH-D 0.508 36.76 66.54 77.75 7.59
MN-QH-D 0.524 36.84 67.78 78.92 7.25
MN-QIH-D 0.529 37.33 68.47 79.54 7.03

V
Q

A { SAN1-QI-D 0.506 36.21 67.08 78.16 7.74
HieCoAtt-QI-D 0.509 35.54 66.79 77.94 7.68

Human Accuracies

H
um

an


Human-Q 0.441 25.10 67.37 - 4.19

Human-QH 0.485 30.31 70.53 - 3.91
Human-QI 0.619 46.12 82.54 - 2.92

Human-QIH 0.635 48.03 83.76 - 2.83

Table 4: Performance of methods on VisDial v0.5, measured by
mean reciprocal rank (MRR), recall@k for k = {1, 5, 10} and
mean rank. Note that higher is better for MRR and recall@k,
while lower is better for mean rank. Memory Network has the
best performance in both discriminative and generative settings.

from 1 through t, is concatenated with history representa-
tion from the previous round and constitutes a sequence of
question-history vectors. These vectors are fed as input to a
dialog-level LSTM, whose output state at t is used to decode
the response to Qt. Fig. 11b shows the model architecture
for our HRE.

Memory Network. The image is encoded with a VGG-
16 CNN and question with an LSTM. We concatenate the
representations and follow it by a fully-connected layer and
tanh non-linearity to get a ‘query vector’. Each caption/QA-
pair (or ‘fact’) in dialog history is encoded independently
by an LSTM with shared weights. The query vector is then
used to compute attention over the t facts by inner product.
Convex combination of attended history vectors is passed
through a fully-connected layer and tanh non-linearity, and
added back to the query vector. This combined represen-

tation is then passed through another fully-connected layer
and tanh non-linearity and then used to decode the response.
The model architecture is shown in Fig. 11c. Fig. 12 shows
some examples of attention over history facts from our MN
encoder. We see that the model learns to attend to facts
relevant to the question being asked. For example, when
asked ‘What color are kites?’, the model attends to ‘A lot
of people stand around flying kites in a park.’ For ‘Is any-
one on bus?’, it attends to ‘A large yellow bus parked in
some grass.’ Note that these are selected examples, and not
always are these attention weights interpretable.

7.2. Training

Splits. Recall that VisDial v0.9 contained 83k dialogs on
COCO-train and 40k on COCO-val images. We split
the 83k into 80k for training, 3k for validation, and use the
40k as test.

Preprocessing. We spell-correct VisDial data using the
Bing API [9]. Following VQA, we lowercase all questions
and answers, convert digits to words, and remove contrac-
tions, before tokenizing using the Python NLTK [1]. We
then construct a dictionary of words that appear at least five
times in the train set, giving us a vocabulary of around 7.5k.

Hyperparameters. All our models are implemented in
Torch [2]. Model hyperparameters are chosen by early stop-
ping on val based on the Mean Reciprocal Rank (MRR)
metric. All LSTMs are 2-layered with 512-dim hidden
states. We learn 300-dim embeddings for words and im-
ages. These word embeddings are shared across question,
history, and decoder LSTMs. We use Adam [7] with a learn-
ing rate of 10−3 for all models. Gradients at each iterations
are clamped to [−5, 5] to avoid explosion. Our code, archi-
tectures, and trained models will be publicly available.



(a) Late Fusion Encoder

(b) Hierarchical Recurrent Encoder

(c) Memory Network Encoder

Figure 11



Figure 12: Selected examples of attention over history facts from our Memory Network encoder. The intensity of color in each row
indicates the strength of attention placed on that round by the model.
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