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1. Accuracy curves for iCIFAR-100 (batchsizes 2, 5, 10, 20, 50)
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2. Accuracy curves for iILSVRC-small (left) and iILSVRC-full (right)

10 20 30 40 50 60 70 80 90 100

Number of classes

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

100%

To
p-

5
A

cc
ur

ac
y

100 200 300 400 500 600 700 800 900 1000

Number of classes

0 %
10 %
20 %
30 %
40 %
50 %
60 %
70 %
80 %
90 %

100 %

To
p-

5
A

cc
ur

ac
y

3. Confusion matrices for iCIFAR-100 (100 classes in batches of 10)
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(a) iCaRL (b) LwF.MC
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(c) fixed representation (d) finetuning



4. Confusion matrices for iILSVRC-large (1000 classes in batches of 100)
4.1. iCaRL
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4.2. LwF.MC
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4.3. Fixed representation
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4.4. Finetuning
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