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A. Additional Experimental Results
We evaluated the proposed method on OTB-50 [14] dataset for various attributes with state-of-the-art trackers including

MDNet [9], C-COT [4], GOTURN [5], HDT [10], DeepSRDCF [3], SINT [11], FCNT [12], SCT [1], MUSTer [8], CNN-
SVM [7], MEEM [15], DSST [2], and KCF [6]. The detailed results of the proposed method are illustrated in Figure 1, Figure
2, and Figure 3.

Figure 1. Precision and success plots on OTB-50 for the subset of illumination variation, out-of-plane rotation, scale variance, and
occlusion. The plotted curves are based on the center location error threshold and the overlap threshold. The scores in the legend indicate
the mean precisions when the location error threshold is 20 pixels for the precision plots and area-under-curve (AUC) for the success plots.
Only the top 10 trackers are presented.

1



Figure 2. Precision and success plots on OTB-50 for the subset of deformation, motion blur, fast motion, and in-plane rotation. The plotted
curves are based on the center location error threshold and the overlap threshold. The scores in the legend indicate the mean precisions
when the location error threshold is 20 pixels for the precision plots and area-under-curve (AUC) for the success plots. Only the top 10
trackers are presented.

Figure 3. Precision and success plots on OTB-50 for the subset of out of view, low resolution, and background clutter. The plotted curves
are based on the center location error threshold and the overlap threshold. The scores in the legend indicate the mean precisions when the
location error threshold is 20 pixels for the precision plots and area-under-curve (AUC) for the success plots. Only the top 10 trackers are
presented.



B. Algorithms of Training ADNet
B.1. Training ADNet with Reinforcement Learning (Section 4.2)

The detailed algorithm to train ADNet with reinforcement learning is described in Algorithm 1. The initial network
parameter WSL is the same as WSL (line 1). In the training iteration, we randomly select a piece of training sequences
{Fl}Ll=1 and the ground truth {Gl}Ll=1 of length L from the training data (line 3). Then, the tracking simulation is performed
using TRACKING PROCEDURE (line 4-9). In frame l, the TRACKING PROCEDURE iteratively pursues the position of the
target by selecting actions and updating the states from the initial state bTl−1,l−1 and dTl−1,l−1 as shown in Algorithm 2. In
line 10, the tracking scores zt,l for t = 1, ..., Tl and l = 1, ...,L are computed using bt,l and {Gl}Ll=1. Using the tracking
scores, the network parameter WRL is updated by REINFORCE method [13] (line 11-12).

Algorithm 1 Training ADNet with reinforcement learning (RL).
Input: Pre-trained ADNet (WSL), Training sequences {Fl} and ground truths {Gl}
Output: Trained ADNet weights WRL

1: Initialize WRL with WSL

2: repeat
3: Randomly select {Fl}Ll=1 and {Gl}Ll=1

4: Set initial b1,1 ← G1

5: Set initial d1,1 as zero vector
6: T1 ← 1
7: for l = 2 to L do
8: {at,l}, {bt,l}, {dt,l}, Tl ← TRACKING PROCEDURE(bTl−1,l−1, dTl−1,l−1, Fl) in Algorithm 2
9: end for

10: Compute tracking scores {zt,l} with {bt,l} and {Gl}Ll=1

11: ∆WRL ∝
∑L

l=1

∑Tl

t=1
∂ log p(at,l|st,l;WRL)

∂WRL
zt,l [13]

12: Update WRL using ∆WRL.
13: until WRL converges

Algorithm 2 Tracking Procedure of ADNet.
1: procedure TRACKING PROCEDURE(bTl−1,l−1, dTl−1,l−1, Fl)
2: t← 1
3: pt,l ← φ(bTl−1,l−1, Fl)
4: dt,l ← dTl−1,l−1
5: st,l ← (pt,l, dt,l)
6: repeat
7: at,l ← argmaxa p(a|st,l;W )
8: bt+1,l ← fp(bt,l, at,l)
9: pt+1,l ← φ(bt+1,l, Fl)

10: dt+1,l ← fd(dt,l, at,l)
11: st+1,l ← (pt+1,l, dt+1,l)
12: t← t+ 1
13: until st,l is a terminal state
14: Set termination step Tl ← t
15: Return {at,l}, {bt,l}, {dt,l}, Tl
16: end procedure



B.2. Online Adaptation in Tracking (Section 4.3)

The detailed procedure of the proposed tracking and online adaptation is described in Algorithm 3. At the first frame,
ADNet is finetuned using the initial samples S1 (line 1-2). At frame l(≥ 2), the sequential actions and the states are obtained
by the TRACKING PROCEDURE of Algorithm 2 (line 6). Then we check the confidence score c(sTl,l) of the estimated target
to determine the success and failure of the current tracking result. If the confidence score is above 0.5, that is, success case,
we generate samples Sl for online adaptation (line 9). If the confidence score is below −0.5, which means the tracker miss
the target, we conduct re-detection by generating target candidates (line 11-13). For every I-th frame, the online adaptation
is conducted using the samples {Sk}lk=l−J+1 (line 16).

Algorithm 3 Online adaptation of ADNet in tracking.
Input: Trained ADNet (W ), Test sequences {Fl}Ll=1 and initial target position b1,1
Output: Estimated target positions {bTl,l}Ll=2

1: Generate samples S1 from F1 and G1

2: Update W using S1
3: Set initial d1,1 as zero vector
4: T1 ← 1
5: for l = 2 to L do
6: {at,l}, {bt,l}, {dt,l}, Tl ← TRACKING PROCEDURE(bTl−1,l−1, dTl−1,l−1, Fl) in Algorithm 2
7: sTl,l ← (φ(bTl,l, Fl), dTl,l)
8: if c(sTl,l) > 0.5 then
9: Generate samples Sl from Fl and bTl,l

10: else if c(sTl,l) < −0.5 then
11: Draw Ndet target position candidates {b̃i}
12: Re-detect the target position b∗ ← argmaxb̃i

c(b̃i)
13: sTl,l ← (φ(b∗, Fl), dTl,l)
14: end if
15: if mod(l, I) = 0 then
16: Update W using the samples {Sk}lk=l−J+1

17: end if
18: end for
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