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Abstract

Human activity recognition is a topic undergoing a great

amount of research. The main reason for that is the number

of practical applications that are developed using activity

recognition as the base. This paper proposes an approach

to human activity recognition using a combination of deep

belief networks. One network is used to obtain features from

motion and to do this we propose a modified Weber descrip-

tor. Another network is used to obtain features from images

and to do this we propose the modification of the standard

local binary patterns descriptor to obtain a concatenated

histogram of lower dimensions. This helps to encode spa-

tial and temporal information of various actions happening

in a frame. This further helps to overcome the dimension-

ality problem that occurs with LBP. The features extracted

are then passed onto a CNN that classifies the activity. Few

standard activities are considered such as walking, sprint-

ing, hugging etc. Results showed that the proposed algo-

rithm gave a high level of accuracy for classification.

1. Introduction

An action is a set of movements of the human body and

these movements tend to be sequential. Action recogni-

tion intuitively means recognizing a set of actions. From

an outlook of computer vision, action recognition refers to

learning a set of video sequences to identify the sequence

of movements associated with a particular action and us-

ing the knowledge obtained to predict a future action based

on the movements associated. Action recognition is a key

component in many applications, namely, human-computer

interaction, surveillance, video analysis etc [1-3]. Recog-

nizing an action helps the system to summarize an entire

event. For instance, action recognition is becoming an inte-

gral part of sports systems for summaries as seen in Han et

al [4].

Presently, most action recognition methods can be di-

vided into two general categories. Older methods em-

ployed handcrafted feature descriptors to represent an ac-

tion. These efficient descriptors would have texture and ap-

pearance information encoded in them. Some examples of

these methods are the Histogram of Optical Flow proposed

by Laptev et al [5], Histogram of Oriented Gradients pro-

posed by Dalal et al[6], Motion Boundary Histogram pro-

posed by Dalal et al [7] etc.

Most of the recent work involves techniques trying to

adapt learning-based feature representations to area of inter-

ests in human recognition. Some examples of these are the

Bag of Words method proposed by Fei-Fei et al [8], model

and sparse coding proposed by Lee et al [9]. Also, recently

information from multi-view depth images has been under

focus as shown by Yang et al [10], data-driven convolutional

network has been used as an example of a deep learning

method by Krizhevsky et al [11].

Some methods combine the hand crafted features

method and deep learning algorithms, an example is pro-

posed by Karpathy et al [12]. Learning based feature de-

scriptors tend to be more advantageous than handcrafted

feature descriptors. The reason is that learning based de-

scriptors have the capability to learn additional features that

cannot be encoded by handcrafted feature descriptors. Most

frameworks obtain information from the video under con-

sideration rather than the images in each frame.

We consider the possibility of utilizing features from the

frames and the difference in the frames (video). On this

consideration, we propose the use of a dual deep network,

one for extracting features from the frame and another for

extracting features from the video. We use handcrafted fea-

ture descriptors to locate interest points of the person in the

video and to track the movements of those interest points.

We then use deep learning to predict the action by learning

features from the video without the use of handcrafted fea-

tures. We use the output from each network as input to a

regression network which predicts the action.

Chapter 2 talks about the related work. Chapter 3 talks

about the various steps involved in the proposed algorithm.

Chapter 4 shows us the experimental results and Chapter 5

gives us a brief conclusion.
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2. Related Work

Since the proposed work is an improved framework of

deep learning based feature representation, we discuss fea-

ture extraction by deep learning techniques as the funda-

mental part of our related work.

Bag of Words [8] is a model that quantifies various local

features into a combined feature space. Basically, the local

image features are considered as words and this is used to

aid in the generation of a sparse histogram about the com-

plete feature space by checking the frequency of each fea-

ture. The Bag of words model gives us a way to generate

a descriptor by using the sparse histogram as a vector. The

main limitation of the bag of words model is that spatial

relationships between the patches in the image are disre-

garded.

Another unsupervised method that helps to find repre-

sentations of higher-level features when given input data

that is unlabeled is the sparse coding algorithm proposed by

Lee et al [9]. During the training phase, the method learns

a relatively smaller quantity of bases to correlate the input

data and further minimize the object function. These bases

are used for encoding of the data and then providing a fea-

ture representation. Using a sparse matrix was shown to be

able to save features and reduce the space and cost needed

to lose permissible information in adequate quantity.

Principal Component Analysis [13] is a method that re-

duces and simplifies the number of features extracted for

feature representation. Principal component analysis pro-

cures the main or principal components and their respective

feature scores from input data by performing characteristic

decomposition of the covariance matrix. In the end, all fea-

tures that contribute to a great extent are considered and the

rest are removed. This leads to a huge reduction in the di-

mensions of the feature matrix and hence reduces the mem-

ory required and enhances the speed of the operations. We

look at a non-linear method of PCA for dimensionality re-

duction in our proposed method.

Liu et al [14-15] proposed methods to human action

recognition and grouping. First, they used the hierarchical

part-wise bag-of-words representation. This encoded the

local as well as the global visual prominence in the con-

text of the body structure cue. Next, they formulated the

multiple/single-view human action recognition as a MTSL

(Multi-tasked Structural Learning) problem. This gave

them two advantages, firstly, maintaining the consistency

between action classification based on the body and ac-

tion classification based on parts and secondly, discover-

ing action-specific and action-shared feature sub-spaces that

strengthened the learning process.

Karpathy et al [12] proposed the use of Convolutional

Neural Networks with the purpose of processing large-scale

video classification. Video classification was also shown

possible by experimental evaluation of multiple approaches.

Input was processed at two spatial resolutions by the algo-

rithm and this improved the speed of execution of the Con-

volutional Neural Networks without a change in accuracy.

Ryoo et al [16] proposed a pooled-time representa-

tion which captures ego motion information in first-person

videos. The reason to do so is to track the variation of ele-

ment in each frame descriptor vectors over time. The pro-

posed algorithm generated many pooling operators to the

time series and this helped to obtain an efficient feature rep-

resentation for a video.

A video feature descriptor was proposed by Wang et al

[17]. They used two-stream convolutional neural networks

to obtain the deeply learned feature maps and next, they ex-

tracted the feature descriptors by using feature map normal-

ization and a trajectory based pooling method. The trajec-

tory pooling method helps to link the feature map and the

handcrafted features closely.

Recently, the development of accurate depth sensors has

made it feasible to obtain 3D information in real-time.

Based on the availability of depth data, an algorithm was

proposed to detect objects by Shotton et al [18]. They de-

signed an intermediate body parts representation that would

map the pose estimation problem into a pixel classification

problem. The algorithm was invariant to pose, clothing,

body shape etc. 3D proposals of the joints were made based

on confidence scores. The results of these algorithms in-

spired research into developing skeleton-based approaches

using HMMs or Linear Dynamical Systems.

These methods however, represented motion with a set

of parameters that had no physical meaning. A method was

developed by Ofli et al [19] that considered an action as an

ordered sequence of most informative joints (SMIJ). The

disadvantage of this method was that it could not differen-

tiate different motion about the same joint because of the

coarse nature of the representation.

Depth images help to provide additional body informa-

tion to differentiate activities. This has helped to motivate

recent research in activity recognition. Oreifej et al [20]

proposed an algorithm utilizing a histogram of an oriented

4D surface normal to capture motion and geometry cues to-

gether. To build the histogram, they created 4D projectors

that quantize the 4D space and represent the various direc-

tions for the 4D normal.

In most research, the computational complexity and

speed have not been considered and hence there is a diffi-

culty in executing these for real-time practical applications.

To increase this efficiency, motion features need to be ob-

tained directly from video sequences and this will help to

represent an activity in an intuitive and efficient manner.
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3. Proposed Approach

3.1. Novelty in contribution

The novelty in the contribution is the design of a modi-

fied Weber descriptor that is used in the proposed approach.

Further, we propose a new modification of the LBP to over-

come the dimensionality problem that occurs with it. Also,

the use of two networks for classifying motion-related fea-

tures and static features is a concept that has not been used

in the field of action recognition before, to the best of my

knowledge.

3.2. Dataset

We use two datasets for training our proposed model and

testing it with other recently developed algorithms.

Firstly, we use the HMDB dataset [21] and secondly, we

use the Hollywood2 dataset [22]. The HMDB dataset has 51

types of actions and each action has more than 100 videos.

There is a huge variation within each action video due to

changes in scale, brightness, background etc.

We consider the following actions: running, walking,

kissing, standing, sitting, handshakes and hugs.

Figure 1 shows a snapshot of some of the clips used from

both datasets.

Figure 1. Snapshot of (a) Running (b) Hugging

3.3. Interest point selection

Interest points need to be detected on a person in order to

obtain information relevant to their body movement. In that

regard, we consider the use of interest points on features

such as the head, neck, shoulders, elbows, wrists, spine,

hips, ankles, knees and feet. An example skeletal figure

with interest points marked is shown in Figure 2.

3.4. Feature Selection from motion

We used two deep belief networks, one for motion and

one for the image. The combination score obtained was then

used as input to a Deep regression neural network. From the

motion point of view, features are extracted by using a mo-

tion based Weber Local Descriptor. These features include

stride length and speed of stride etc. The original Weber

Local descriptor was proposed by Chen et al [23]. This de-

scriptor consisted of two components: the magnitude and

the orientation.

The magnitude is defined in (1) and the orientation in (2).

Figure 2. Skeletal image with interest points marked

M(xc) = tan−1(A

p−1∑

i=0

xi − xc

xc

) (1)

The inverse of tan function is utilized to prohibit the out-

put from being too large. This also reduces the side effect of

noise. Here, xc represents the center pixel, xi represents the

neighboring pixels and ranges in value from 0 to p-1, p is

the total number of neighbors and A is a parameter used to

regulate the intensity differences between neighboring pix-

els.

O(xc) = tan−1(
x1 − x5

x3 − x7
) (2)

Here, x1-x5 and x3-x7 helps to obtain the pixel differences

between neighboring pixels in horizontal and vertical direc-

tions.

According to [23] M and O are then linearly quantized

into T dominant differential magnitudes and orientations re-

spectively. We have set T as 10 for our experimental evalu-

ations.

The WLD descriptor is illumination and invariant and

also efficient in terms of computation. The WLD feature

is not rotation invariant. To overcome this we rebuild the

WLD histogram by considering the histograms of the neigh-

boring regions and aggregating them. We then align the

histograms to their dominant direction. The orientation is

quantified into 12 dominant bins, each bin used to cover 30

degrees.
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The histogram of Weber gradients from surrounding re-

gions is taken as the local feature. This helps to deal with

occlusions. The samples in each neighboring window is

weighted by the Weber magnitude and the rotation is per-

formed using the dominant orientation. Pixels are then nor-

malized into 144 elements that are grouped as 4x4 grids.

Each grid has its own histogram. This results in 16 x 12

dimensions in a feature vector.

To extract features from the frame or from a static point

of view, we use a supervised deep learning method. We

consider the static positions of skeletal joints or in specific

the interest points from each frame occurring before time

t0+v. This is stored as shown in (3).

xt0
0 = [jt0

T

, jt0+1T , ..., jt0+k−1T ] (3)

To obtain dynamic information such as speed and dis-

placement variations between frames, we consider various

frames and calculate the difference in positions as shown in

(4) to (7).

xt0
1 = [∆jt0

T

,∆jt0+1T , ...,∆jt0+k−1T ] (4)

∆jt0+i = jt0+i
− jt0 (5)

The range of i is from 0 to k-1.

xt0
2 = [∆2jt0

T

,∆2jt0+1T , ...,∆2jt0+k−1T ] (6)

∆2jt0+i = ∆jt0+i
−∆jt0+i−1 (7)

(4) and (5) help to obtain displacement related informa-

tion and (6) and (7) help to obtain speed or velocity related

information.

3.5. Feature selection from images

LBP has been used as a descriptor for videos for some

time now. However, for instance, the VS-LBP descriptor

implemented by Yeffet et al in [23] suffers from a problem

with regards to memory mainly due to its dimensionality.

To overcome this, we can use less temporal and spatial in-

formation. However, this will lead to a decrease in the abil-

ity to make accurate predictions.

We propose an extension of the LBP operator called the

STLBP. Here, first, a video sequence is analyzed frame by

frame. The people are objects of interest in the video and

hence first the people are detected using a cascade of HOGs

as proposed by Zhu et al in [27]. We then compute the lo-

cal features of the person by training a RBF-SVM. Further,

these features are used to calculate a histogram, H-STLBP.

This global spatial information is further represented by

spatiograms of STLBP as S-STLBP. Finally, the video is

analyzed in the time domain by applying TPM to generate a

set of multitemporal histograms. These histograms contain

both spatial and temporal information from different sub-

sequences. The concatenation of all these histograms forms

the final depiction of the video sequence.

The LBP descriptor can be described by (8) where gc

corresponds to gray level value of center pixel and gp for

the local neighborhood, where p ranges from 0 to P-1.

LBP =
P−1∑

p=0

s(gp − gc)2
p (8)

’s(y)’ is equal to 1 for every y greater than or equal to 0

and 0 otherwise.

If we consider a 8 neighborhood boundary for instance

and use LBP we obtain 256 labels for a histogram. We need

to reduce this. To aid us with this reduction we divide the

LBP obtained into 4 parts that contain only 2 binary digits

each. An example can be seen in Figure 3.

Figure 3. Comparison of histograms generated by LBP and STLBP

(9) shows us how the STLBP ends up being represented.

STLBPi =

P

4
−i−1∑

p=P

4
(i−1)

s(gp − gc)2
pmodP

4 (9)

3.6. Kernel PCA and sparse encoding for dimen-
sionality reduction

Dimensionality reduction is an important phase in any

machine learning algorithm, especially in terms of increas-

ing the speed of the algorithm by reducing the number of

random variables. To aid with this, we utilise the kernel

principal component analysis method. This is a non linear

dimensionality reduction technique and was chosen for con-

venience. We use kernel PCA based on experimental results

obtained. The sparse encoding further reduces features and

selects only the most important ones.
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3.7. Prediction Phase

Figure 4 shows the prediction outline for the proposed

methodology.

The output from the two networks is passed as input to

a standard CNN which classifies the output to one of the

actions under consideration.

4. Experimental Results and Analysis

The proposed method was tested and compared using

first the HMDB51 and then the Hollywood2 database. The

proposed method was compared against the method pro-

posed by Yue-Hei Ng et al [24], Lan et al [25], Simonyan et

al [26] and Wang et al [17]. Table 1 corresponds to the accu-

racy comparison for the algorithms tested using HMDB51

database. The proposed method and the method in [26] have

similar methodologies. Both methods use a combination of

networks. However, the proposed method performs early

fusion of spatial and temporal information and the [26] uses

late fusion.

Method Accuracy

CNN, optical flow, LSTM [24] 79.64

IDT, FV, temporal scale invariance [25] 77.48

CNN, IDT, FV, trajectory, SVM [17] 80.46

Two-Stream CNNs [26] 78.43

Proposed 80.48

Table 1. Accuracy comparison using HMDB51

Table 2 corresponds to the accuracy comparison using

Hollywood 2 database.

Method Accuracy

CNN, optical flow, LSTM [24] 84.19

IDT, FV, temporal scale invariance [25] 86.46

CNN, IDT, FV, trajectory, SVM [17] 91.18

Two-Stream CNNs [26] 89.78

Proposed 91.21

Table 2. Accuracy comparison using Hollywood2

Figure 3 shows the confusion matrix for the proposed

method using the HMDB51.

5. Conclusion

A novel method was developed for action recognition.

Two deep belief nets were developed. The first one was

used to obtain features from motion and to do these we de-

veloped a modified WLD. The second one was used to ob-

tain features from static images and for this, we developed

a modified LBP that helped to eliminate the dimensionality

problem associated with LBP.

The output from both networks was used as input to a

CNN that classified the action into one of the seven actions

selected.

The novelty in the proposed approach was the modifica-

tion of the WLD and using separate deep networks to extract

features from video and frames along with the modification

of the LBP.

The output showed the credibility of the proposed ap-

proach and also the stronger efficiency of the algorithm

in comparison to other recently developed algorithms. In

terms of the accuracy, the algorithm showed results as good

as any of the state of the art algorithms.
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