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Abstract

Video blogs (vlogs) are a popular media form for people

to present themselves. In case a vlogger would be a job can-

didate, vlog content can be useful for automatically assess-

ing the candidates traits, as well as potential interviewa-

bility. Using a dataset from the CVPR ChaLearn competi-

tion, we build a model predicting Big Five personality trait

scores and interviewability of vloggers, explicitly targeting

explainability of the system output to humans without tech-

nical background. We use human-explainable features as

input, and a linear model for the systems building blocks.

Four multimodal feature representations are constructed to

capture facial expression, movement, and linguistic usage.

For each, PCA is used for dimensionality reduction and sim-

ple linear regression for the predictive model. Our system’s

accuracy lies in the middle of the quantitative competition

chart, while we can trace back the reasoning behind each

score and generate a qualitative analysis report per video.

1. Introduction

Nowadays, content generated in the online world is

largely based on multimedia. Each day, billions of hours

of video are watched on YouTube and for each minute that

passes by, three hundred hours of new videos are uploaded.1

Included in this huge collection of content are video blogs

(vlogs) that people use to present themselves and share any-

thing to the world. The large amount of audiovisual vlog

content has been shown to be useful for modeling and pre-

diction of personality traits of the vlogger [4, 5].

In parallel, the popularity of video based content, com-

bined with fast technology development, has also given rise

to the video resume as a new type of job screening mech-

anism. For getting to know an applicant and understand-

ing an applicant’s hirability, the video resume offers advan-

1https://www.youtube.com/yt/press/statistics.

html

tages over a mere paper-based resume, which may suffer

from judgmental bias [14]. Although not necessarily identi-

cal, vlog and video resumes have a similar form of one-way

communication; the person speaks to the camera, and self-

presentation will be an important motivation behind video

production and sharing. The work at [18] tried to predict

personalities and hirability from a video resumes dataset,

and interest in this task also led to several ChaLearn ‘Look-

ing at People’ benchmark challenges [19].

Unlike most of the machine learning problems that

aim for only optimizing system accuracy, the problem of

automatically assessing personality traits—and especially

hirability of a potential job candidate—from audiovisual

content needs to consider another aspect: explainabil-

ity [21]. This type of work considers assessments of hu-

mans, and typical human decision-makers for this task do

not have a technical computer science background. There-

fore, it is critical to not only focus on numbers, but to also

understand both measurements and the decisions made in a

model. This means the chosen feature representations and

model complexity have to be planned carefully.

In this paper, we present the work of using simple fea-

tures that can be interpreted easily by a human to create a

regression-based system for personality trait prediction and

interviewability (‘invite for interview’) assessment. Using a

simple linear regression model, the output of the system can

be traced back to the original features, indicating how sig-

nificant their influence is on the system. To support explain-

ability of the automatic analysis, the system can generate

text indicating a person’s feature scores relative to others,

and explaining these scores in relation to the final overall

scoring of the model.

2. Human-Explainable Features

One important aspect that we have to keep in mind when

predicting human personality scores is that the ground truth

of assessment was done by a human, and that the final de-

cisions on whether a person should be invited for a job in-

terview will usually also be made by a human, who likely

does not have a technical background. This means that the
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model has to be as transparent and explainable as possible.

Considering this, our proposed model employs features

can easily be described in natural language, employs a lin-

ear (PCA) transformation to reduce dimensionality, and

uses simple linear regression models for predicting scores,

such that scores can be traced back to and justified with

the underlying features. While using hand-crafted features

and models of this simplicity are not what typically is seen

in state-of-the-art automatic solutions, we consider this ex-

plainability a clear strength. As we will demonstrate, within

the ChaLearn benchmarking campaign, our model indeed is

not the strongest in the quantitative sense, but not the weak-

est either, and human-readable descriptions generated from

it are well appreciated by human judges.

The model considers two modalities, visual and textual,

for extracting features. In the visual modality, we consider

features capturing facial movement and expression, as they

are one of the best indicators for personality [17, 7].

However, considering findings in organizational psy-

chology, personality traits are not the only (and neither the

strongest) predictors for job suitability. In fact, GMA (Gen-

eral Mental Ability) tests, such as intelligence tests, have

the highest validity at the lowest application cost [20, 9].

While we do not have formal GMA assessments for sub-

jects in our dataset, we consider that language use of the

vlogger may indirectly reveal GMA characteristics, such as

use of difficult words. This is why we also consider tex-

tual features, both considering speaking density, as well as

linguistic sophistication.

2.1. Visual Features

For the visual representation, the system was not built

to focus on the video in general, but particularly on facial

expression and movement. In order to do this, we used

OpenFace tools to segment only the face from each video,

standardizing the segmented facial video to 112x112 pixels.

OpenFace is an open source toolkit which does not only

segment faces, but offers a feature extraction library that

can extract and characterize facial movements and gaze [3].

OpenFace is able to recognize a subset of individual Ac-

tion Units (AU) that construct facial expressions encoded

in Facial Action Code System (FACS) as shown in Table

1 [10, 11]. These AUs then can be described in two ways:

in terms of presence (indicating whether a certain AU is de-

tected in a given time frame) and intensity (indicating how

intense an AU is at a given time frame).

For each of these AUs, we construct three features for

our input to the system. First, we consider the percentage

of time frames during which the AU was visible in a video.

Second, we store the maximum intensity of the AU in the

video. Lastly, we also store the mean intensity of the AU

over the video. These three features per AU add up to 52

features in total for the OpenFace representation.

Action Unit Description

AU1 Inner Brow Raiser

AU2 Outer Brow Raiser

AU4 Brow Lowerer

AU5 Upper Lid Raiser

AU6 Cheek Raiser

AU7 Lid Tightener

AU9 Nose Wrinkler

AU10 Upper Lip Raiser

AU12 Lip Corner Puller

AU14 Dimpler

AU15 Lip Corner Depressor

AU17 Chin Raiser

AU20 Lip stretcher

AU23 Lip Tightener

AU25 Lips part

AU26 Jaw Drop

AU28 Lip Suck

AU45 Blink

Table 1. Action Units that are recognized by OpenFace and its

description

The resulting face segmented video also is used for an-

other video representation. In order to capture overall

movement of the vlogger’s face, a Weighted Motion En-

ergy Image (wMEI) is constructed from the resulting face

segmented video. MEI is a grayscale image that shows how

much movement happens on each pixel throughout video,

with white indicating a lot of movement and black indicat-

ing less movement [6]. wMEI was proposed in the work

by Biel et al. [4] as a normalized version of MEI, by di-

viding each pixel values with the maximum pixel value.

Our method is inspired by the aforementioned work with

improvement on background noise reduction. In the said

work, the whole video frame is used as an input to compute

wMEI, which makes background movement contribute to

the overall wMEI measurements. Thus, there are cases in

which the resulting wMEI is all white due to background

movement, rather than movement of a human subject. For

example, this happens when the vlogger recorded the video

in a public space or while on the road. By departing from

our face segmented video instead of a whole video frame,

we minimize the involvement of background in our calcu-

lation and thus get a better representation of the subject’s

true movement, as we can see in Figure 1. In order to cre-

ate wMEI, we obtain the base face image of each video and

iterate over the video time frames to compute the overall

movement for each pixels. For each wMEI, three statisti-

cal features (mean, median, and entropy) are extracted to

constitute a MEI representation.

The current dataset [19] that we are working on for this

problem has been carefully selected so that only one unique
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Figure 1. wMEI for face segmented video

foreground person faces the camera in the video. However,

the current OpenFace implementation has limitations when

the video still contains other visual sources with faces, such

as posters or music covers in the background. While the

situation is rare, we occasionally noticed that a poster was

detected and segmented as ‘main face’ rather than the sub-

ject’s actual face. For such misdetections, no movement

will be detected at all, so this corner case is easily captured

by our system and reported on in our feature description.

2.2. Textual Features

Textual features are generated by using transcripts that

were provided as the extension of the [19] dataset. For a

handful of videos, transcript data was missing; we manually

annotated those videos, such that all videos have transcript

data for our purposes, with exception of one video that has

no transcript because the person speaks in sign language in

the video.

As reported in literature [20, 9] and confirmed in pri-

vate discussions we had with organizational psychologists,

assessment of GMA (intelligence, cognitive ability) is im-

portant for many hiring decisions. While this information

is not reflected in personality traits, we felt that the linguis-

tic usage of the subjects may possibly reveal some related

information.

To assess the linguistic usage of the vlogger, we em-

ployed several Readability indexes on the transcripts. This

was done by using open source implementations of vari-

ous readability measures in the NLTK-contrib package of

the Natural Language Toolkit (NLTK). More specifically,

we used 8 measures as features for the Readability rep-

resentation: ARI [22], Flesch Reading Ease [12], Flesch-

Kincaid Grade Level [15], Gunning Fog Index [13], SMOG

Index [16], Coleman Liau Index [8], LIX, and RIX [2].

While these measures are originally developed for written

text (and officially may need longer textual input than a few

sentences in a transcript), our expectation still would be that

they would consistently reflect complexity in linguistic us-

age. In addition, we also used two simple statistical fea-

tures for an overall Text representation: total word count in

the transcript, and the amount of unique words within the

transcript.

3. Traits Prediction

The building blocks of our predictive model encompass

four feature representations; OpenFace, MEI, Readability,

and Text. Employing the 6000 training set videos, for each

representation, we train a separate model to predict person-

ality traits and interview scores. For a final prediction score,

we apply late fusion and average the predictions made by

the four different models. A diagram of the proposed sys-

tem can be seen at Figure 2.

Figure 2. Overall system diagram

As the goal of our system is to trace back the predic-

tion scores to each underlying features, linear models are

best suited for our purposes. It also should be noted that

linear regression is a commonly seen model in social sci-

ences literature. We apply Principal Component Analysis

(PCA), which performs an orthogonal linear transformation

of features, as dimensionality reduction technique for each

representation, retaining 90% variance. The resulting trans-

formed features then act as input for a simple linear regres-

sion model to predict the scores.

As we only use linear models, we can trace the impor-

tance of each original feature for our final prediction. By

considering the linear regression coefficients, we know for

each PCA dimension whether it contributes positively or

negatively to the prediction. Furthermore, considering the

PCA transformation matrix, we can trace back how strongly

each original feature contributed to each PCA dimension.

While we did not formally participate in the quantitative

phase of the ChaLearn CVPR2017 competition2, Table 2

2http://chalearnlap.cvc.uab.es/challenge/23/

description/
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Categories Our System Lowest Highest

Interview 0.887744 0.872129 0.920916

Agreeableness 0.896825 0.891004 0.913731

Conscientiousness 0.880077 0.865975 0.919769

Extraversion 0.887040 0.878842 0.921289

Neuroticism 0.884847 0.863237 0.914613

Openness 0.890314 0.874761 0.917014

Table 2. Accuracy (1 - Mean Absolute Error) comparison be-

tween our proposed system and the lowest and highest accuracy

for each prediction category in the ChaLearn CVPR 2017 Quanti-

tative challenge.

shows the overall quantitative accuracy of our system on the

2000 videos in the benchmark training set, for each of the

Big Five personality traits and the interview invitation as-

sessment. For each predicted class, we compare our scores

to the lowest and highest scores (from all of the participants)

in the ChaLearn CVPR 2017 Quantitative challenge.

As expected, our system does not yield optimal accuracy,

but comparing our scores to the officially reported scores

in the Quantitative challenge, our proposed system would

consistently outperform the lowest-scoring system for each

category. This comes with the benefits of low computational

power demands for model fitting, and the earlier discussed

advantages for explainability due to our linear models.

4. Explainability

In the Qualitative phase of the ChaLearn CVPR 2017

challenge, the goal was to explain predictions by a human-

understandable text. We implemented a simple text descrip-

tion generator, departing from the following thoughts:

• As explained before, each of our visual and textual fea-

tures were picked to be explainable in natural language

to a non-technical human;

• However, we do not have any formal proof which of

our features are fully valid predictors of personality

traits or interviewability. While our model gives in-

dicators on the strongest linear coefficients, the assess-

ments it was trained on are made by external observers

(crowdsourcing workers), which poses a very differ-

ent situation from the assessment settings in the for-

mal psychology studies as reported in [20]. Therefore,

we will not make a hard choice for ‘good’ features

yet, but rather provide a comprehensive report on each

observed feature, also indicating acknowledgement of

potential feature weaknesses (e.g. indicating that sev-

eral readability scores were developed for larger texts);

• It may be possible to aggregate feature observations

to higher-level descriptions (in particular, regarding

AU detections, as combinations of AUs may indicate

higher-level emotional expressions), but as this would

increase the complexity of our model, we will for now

maintain a basic description describing individual low-

level features;

• As our feature measurements did not formally get

tested yet in terms of psychometric validity, it is de-

batable to consider feature measurements and pre-

dicted scores as absolute indicators of interviewabil-

ity. However, for each person, we can indicate whether

the person scores ‘unusually’ with respect to a larger

population of ‘representative subjects’ (formed by the

vloggers represented in the 6000-video training set).

Therefore, for each feature measurement, we report

what the typical range of the feature is, and at what

percentile the feature score of the subject is, compared

to scores of the subjects in the training set.

• Finally, to still reflect major indicators from our lin-

ear model in our description, for each representation

(OpenFace, MEI, Readability, Text) we pick the two

linear regression coefficients that are largest in the ab-

solute sense. For the PCA dimensions corresponding

to these coefficients, we trace back which two features

contributed most strongly to this PCA dimension, and

whether the features contribute positively or negatively

to the linear model. For these features, a short notice

is added to the description, expressing how the feature

commonly affects final scoring (e.g. ‘In our model, a

higher score on this feature typically leads to a higher

overall assessment score’ for a positive linear contri-

bution.

As a result, for each video in the validation and test set,

a fairly long but consistent textual description was gener-

ated. An example fragment of the description are given in

Figure 3.

As part of the ChaLearn competition challenge, our de-

scriptions were evaluated by a human jury. The correspond-

ing scores are reported in Table 3. While our average scores

were slightly lower than that of the other submitted system

in the challenges, our system led to higher standard de-

viations (possibly indicating stronger jury responses), and

ultimately the differences between the systems were not

deemed statistically significant.

Evaluation Scores

Clarity 3.33±1.43

Explainability 3.23±0.87

Soundness 3.43±0.92

Interpretability 2.4±1.02

Creativity 3.4±0.8

Table 3. Explainability scores
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*******************

* USE OF LANGUAGE *

*******************

Here is the report on the person’s language use:

** FEATURES OBTAINED FROM SIMPLE TEXT ANALYSIS **
Cognitive capability may be important for the job. I looked at a few very simple

text statistics first.

*** Amount of spoken words ***
This feature typically ranges between 0.000000 and 90.000000. The score for this

video is 47.000000 (percentile: 62).

In our model, a higher score on this feature typically leads to a higher overall

assessment score.

Figure 3. Example description fragment.

5. Conclusions and Future Work

We presented a system for personality trait and in-

terviewability prediction, which was designed such that

the system’s underlying features and decision-making pro-

cesses were as transparent as possible. Despite the sim-

plicity of our features and models, reasonable quantitative

system accuracy scores were obtained. Qualitative natural

language descriptions generated from our model also were

judged positively by the jury members in the challenge.

To maintain explainability, for future improvements to

our system, our preference would be to keep using linear

prediction models. At the same time, several improvements

can be performed, as explained below.

For the feature generation phase, other human-

explainable feature representations can be added to the sys-

tem to generate improved accuracy. For example, audio fea-

tures such as proposed in [4] can be integrated, which can

help the system to further characterize the vlogger, and es-

pecially speaking characteristics. In addition to the current

OpenFace representation ‘as is’, we could combine different

AUs to assess higher-level emotions, such as Joy, which is

typically characterized as a combination of AU12, AU6, and

AU7 [23, 11]. While this will increase the complexity of the

system, it is likely that emotions are better-interpretable to

humans than individual AUs.

The current system currently applies late fusion, and

presents the final prediction as the average between four

types of feature representations. Instead of giving equal

weight to each representation, we may be able to obtain

better results when weighting each representation differ-

ently. Such further tuning can be performed by more exten-

sive cross-validation on the training and validation datasets.

Since our aggregation is linear, our system can incorporate

such weight adjustments easily.

As for our textual descriptions, we currently did not se-

lect any strong features, but provided a full report on ev-

ery single feature. This may have made our current report

somewhat long and overwhelming to a human reader. We

expect that our explanations will allow for a better user ex-

perience when presented in a less textual way, e.g. in the

form of graphs. Next to this, to avoid information overload,

smarter information selection can be performed. However,

in order to do this, it is important to validate our features

more strongly in the psychometric sense, and it will be use-

ful to obtain further qualitative input from human judges on

what parts of our explanation were understood and appreci-

ated, and what parts were deemed less interpretable. It will

particularly be important to receive such feedback from or-

ganizational psychologists and HR specialists, as those will

be the most likely users and final decision-makers for a sys-

tem like ours.

Lastly, it should be noted that the current dataset con-

siders vlogs, but not official video resumes. Although there

are similarities between vlogs and video resumes, video re-

sumes might have distinct differences in term of content

delivery and preparation [18]. For example, it is safe to

assume that when people want to apply for a job, they will

want to maximally impress a potential employer, rather than

presenting themselves casually and more spontaneously,

which may be the case in vlogs. Furthermore, the vlogs

also were not targeted at a specific job vacancy, while job-

specific demands may in reality be important for candidate

assessment. It would therefore be useful to also acquire data

on more realistic video resumes, even while this may neg-

atively affect data scale. Finally, it will be useful to aug-

ment the current dataset with annotations beyond personal-

ity traits and interviewability, e.g. also testing for indicators

of general mental ability.

For reproducibility, the code used in our submission to

the ChaLearn challenge is made available on GitHub3.

3https://github.com/sukmawicaksana/CVPR2017
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