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Figure 1: A few examples of visual results produced by our system on real-world low resolution faces from WiderFace.

1. Ablation studies
This section describes a series of experiments, further

analyzing the importance of particular components on the
overall performance. It also provides additional qualitative
results.

1.1. On the pixel loss

In this section, we compare the effect of replacing the L2
loss of Eq. 1 with the L1 loss. While the L1 loss is known
to be more robust in the presence of outliers, we found no
improvement of using it over the L2 loss. The results are
shown in Table 1.
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1

r2WH
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2, (1)

where W and H denote the size of ILR and r is the upsam-
pling factor (set to 4 in our case).

1.2. On the heatmap loss

Similarly to the above experiment, we also replaced the
L2 heatmap loss of Eq. 2 with the L1 loss. The results are
shown in Table 3, showing descent improvement for large
poses.

lheatmap =
1

N
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∑
ij

(M̃n
i,j − M̂n

i,j)
2, (2)

where M̃n
i,j is the heatmap corresponding to the n−th land-

mark at pixel (i, j) produced by running the FAN integrated
into our super-resolution network on the super-resolved im-
age ÎHR and M̂n

i,j is the heatmap obtained by running an-
other FAN on the original image IHR.

1.3. On the importance of the skip connection

Herein, we analyzed the impact of the long-skip connec-
tions on the overall performance of the generator. The re-
sults, shown in Table 2, show no improvement.

1.4. On network speed

Besides accuracy, another important aspect of network
performance is speed. Compared with SR-GAN [3], our
generator is only 10% slower, being able to process 1,000
images in 4.6s (vs. 4.3s required by SR-GAN) on an
NVIDIA Titan-X GPU.

1.5. Additional qualitative results

Fig. 4 shows the results produced by Super-FAN on all
of the 200 randomly selected low-resolution images from
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Method
PSNR SSIM

30 60 90 30 60 90
Ours-pixel (L2) 21.55 22.45 23.05 0.8001 0.8127 0.8240
Ours-pixel (L1) 21.47 22.40 23.00 0.7988 0.8120 0.8229

Table 1: PSNR and SSIM when training our generator with L2 and L1 pixel-losses.

Method PSNR SSIM
30 60 90 30 60 90

Ours-pixel (no-skip) 21.55 22.45 23.05 0.8001 0.8127 0.8240
Ours-pixel (with skip) 21.56 22.45 23.04 0.8021 0.8132 0.8241

Table 2: PSNR and SSIM for “no-skip” and “with skip” versions. The “no-skip” version indicates the absence of the long
skip connection, while the “with skip” version adds two new long skip connections, similarly to [2].

WiderFace. Fig. 3 shows the face size distribution of the se-
lected images. Notice that our method copes well with pose
variation and challenging illumination conditions. There
were a few failure cases, but in most of these cases, it is
impossible to tell whether the low-resolution image was ac-
tually a face.

Fig. 5 shows a few fitting results produced by Super-FAN
on the LS3D-W Balanced dataset. The predictions were
plotted on top of the low resolution input images. We ob-
serve that our method is capable of producing accurate re-
sults even for faces found in arbitrary poses exhibiting var-
ious facial expressions.

We also tested our system on images from the Surveil-
lance Cameras Face dataset (SCface) [1]. The dataset con-
tains 4,160 images of 130 unique subjects taken with dif-
ferent cameras from different distances. Fig. 2 shows a few
qualitative results from this dataset.

Figure 2: Qualitative results on the SCface dataset [1].

Figure 3: Face size (defined as max(width, height)) distri-
bution of the selected images from WiderFace.
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Method [0-30] [30-60] [60-90]
FAN-Ours-pixel-feature-heatmap (L2) 61.0% 55.6% 42.3%
FAN-Ours-pixel-feature-heatmap (L1) 61.1% 55.4% 42.0%

Table 3: AUC across pose (on our LS3D-W balanced test set) for L2 and L1 heatmap losses.
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Figure 4: Visual results on a subset of very low resolution images from the WiderFace dataset. The odd rows represent the
input, while the even ones the output produced by Super-FAN.

Figure 5: Fitting examples produced by Super-FAN on a few images from LS3D-W. The predictions are plotted over the
original low-resolution images. Notice that our method works well for faces found in challenging conditions such as large
poses or extreme illumination conditions despite the poor image quality.
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