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In this section, we provide some additional informa-

tion of the RASNet tracker and extra experimental results

as a supplement for the paper. To facilitate further stud-

ies, our source code and trained models are available at:

https://github.com/foolwood/RASNet.

1. RASNet Architecture

The detailed architecture of the networks proposed in the

paper is further elaborated in this section. We first define

some abbreviations for the basic components used in the

networks.

• conv(w, c, s): convolution with w × w window size, c

output channels and s stride.

• dconv(w, c, s) deconvolution (transpose of the convo-

lution operation) with w × w window size, c output

channels and s stride.

• fc(s): a fully-connected layer with the output size s.

• pool(w,s): a max pooling layer with w × w window

size and s stride.

• global pool: a global average pooling layer.

• sigmoid: a sigmoid activation layer.

Feature extractor. We follow the same feature extrac-

tor in SiamFC [1] for fair comparisons. Table. 1 shows the

details.

Residual Attention Network We construct 3 convolu-

tional layers and 3 deconvolutional layers (Convolutional

Encoder-Decoder) as delineated in Table. 2.

Dual Attention Network A superposition of general at-

tention and residual attention is proposed in RASNet as

shown in Fig. 1. We observe that the general attention in

the tracking application is Gaussian-like distribution and the

expected value of activations in the residual attention ap-

proximates towards 0, which is different from AttentionNet

[5] with uniformly distribution in classification area. We

∗Equal contribution.
†Corresponding author.

call this method residual attention learning for visual track-

ing. The receptive field of the network is shown in Fig. 1(b).

It is clear that the reception field in the residual attention

map is the entire exemplar image, which facilitates the net

with global information.

Channel Attention Network A compact network is de-

tailed in Table. 3.

Table 1: Feature extractor Network

Layer for examplar for search chans.

127× 127 255× 255 ×3
conv(11, 96, 2) 59× 59 123× 123 ×96

pool(3, 2) 29× 29 61× 61 ×96
conv(5, 256, 1) 25× 25 57× 57 ×256

pool(3, 2) 12× 12 28× 28 ×256
conv(3, 384, 1) 10× 10 26× 26 ×384
conv(3, 384, 1) 8× 8 24× 24 ×384
conv(3, 256, 1) 6× 6 22× 22 ×256

Table 2: Residual Attention Network

Layer φ(x) chans.

6× 6 ×256
conv(3, 256, 1) 4× 4 ×256
conv(3, 356, 1) 2× 2 ×256
conv(2, 256, 1) 1× 1 ×256
dconv(2, 256, 1) 2× 2 ×256
dconv(3, 256, 1) 4× 4 ×256
dconv(3, 1, 1) 6× 6 ×1

Table 3: Channel Attention Network

Layer φ(x) chans.

6× 6 ×256
globalpool 1× 1 ×256
fc(64) 1× 1 ×64
fc(256) 1× 1 ×256
sigmoid 1× 1 ×256
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Figure 1: Illustration for Attention architectures. (a) residual attention network for image classification (b) residual attention

module used in our RASNet for visual tracking.

2. Attribute evaluation on OTB

The success plots evaluated on 11 attributes separately

(illumination variation (IV), scale variation (SV), occlusion

(OCC), deformation (DEF), motion blur (MB), fast motion

(FM), in-plane rotation (IPR), out-of-plane rotation (OPR),

out-of-view (OV), background clutters (BC), low resolution

(LR)) are shown in Fig. 2 for OTB-2013 and presented in

Fig. 3 for OTB-2015.

3. Qualitative evaluation on OTB

Fig. 4 reports part of tracking results on ten challeng-

ing video sequences, and the comparative trackers include

CREST [2], SINT [3], SiamFC [1], and CFNet [4].

4. Limitations

The proposed tracker may get a risk in long-term visu-

al tracking since there is no online training in the tracker.

To pursue both tracking speed and tracking performance,

we will conduct further studies on combining a fast on-line

learning strategy with RASNet.
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OTB-2013  Success plots of OPE - in-plane rotation (31)

(a) IPR on OTB-2015
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OTB-2013  Success plots of OPE - out-of-plane rotation (39)

(b) OPR on OTB-2013
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OTB-2013  Success plots of OPE - scale variation (28)

(c) SV on OTB-2013
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OTB-2013  Success plots of OPE - out of view (6)

(d) OV on OTB-2013
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OTB-2013  Success plots of OPE - occlusion (29)

(e) OCC on OTB-2013
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OTB-2013  Success plots of OPE - background clutter (21)

(f) BC on OTB-2013
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OTB-2013  Success plots of OPE - deformation (19)

(g) DEF on OTB-2013
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OTB-2013  Success plots of OPE - illumination variation (25)

(h) IV on OTB-2013
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OTB-2013  Success plots of OPE - low resolution (4)

(i) LR on OTB-2013
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OTB-2013  Success plots of OPE - fast motion (17)

(j) FM on OTB-2013
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OTB-2013  Success plots of OPE - motion blur (12)

(k) MB on OTB-2013

Figure 2: The success plots on OTB-2013 for eleven challenge attributes: in-plain rotation, out-of-plane rotation, scale variation, out of

view, occlusion, background clutter, deformation, illumination variation, low resolution, fast motion and motion blur.
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OTB-2015  Success plots of OPE - in-plane rotation (51)

(a) IPR on OTB-2015
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OTB-2015  Success plots of OPE - out-of-plane rotation (63)

(b) OPR on OTB-2015
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OTB-2015  Success plots of OPE - scale variation (64)

(c) SV on OTB-2015
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OTB-2015  Success plots of OPE - out of view (14)

(d) OV on OTB-2015
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OTB-2015  Success plots of OPE - occlusion (49)

(e) OCC on OTB-2015
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OTB-2015  Success plots of OPE - background clutter (31)

(f) BC on OTB-2015
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OTB-2015  Success plots of OPE - deformation (44)

(g) DEF on OTB-2015
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OTB-2015  Success plots of OPE - illumination variation (38)

(h) IV on OTB-2013
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OTB-2015  Success plots of OPE - low resolution (9)

(i) LR on OTB-2015
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OTB-2015  Success plots of OPE - fast motion (39)

(j) FM on OTB-2013
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OTB-2015  Success plots of OPE - motion blur (29)

(k) MB on OTB-2015

Figure 3: The success plots on OTB-2015 for eleven challenge attributes: in-plain rotation, out-of-plane rotation, scale variation, out of

view, occlusion, background clutter, deformation, illumination variation, low resolution, fast motion and motion blur.
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Figure 4: Qualitative evaluation of our RASNet tracker, CREST [2], SINT [3], SiamFC [1] and CFNet [4] on ten challenging sequences

(from top to down: clifBar, freeman3, car1, jump, dragonBaby, bird1, motorRolling, carScale, ironman, and matrix, respectively). Our

RASNet tracker performs favorably against the state-of-the-art trackers.


