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1. Hyperparameter Analysis
In Table 1, we present hyperparameter analysis on the weights of (5) in the main manuscript for the two-level adversarial

domain adaptation in the output space. We note that λ1seg and λ1adv correspond to the proposed adaptation module applied on
conv5, while λ2seg and λ2adv correspond to the one applied on conv4. First, our single-level adaptation model performs the best
with λ1adv = 0.001, and hence we use the same value of λ1adv for the following experiments. Second, to evaluate the impact
of adding an auxiliary loss for segmentation in the lower level, we find that a smaller weight of λ2seg = 0.1 achieves the best
result. While fixing the weights used in the previous steps, we further analyze the impact of the second adversarial loss λ2adv
for our multi-level adaptation module and find that λ2adv = 0.0002 performs the best. As a result, we use λ1adv = 0.001,
λ2seg = 0.1, λ2adv = 0.0002 as our final weights adopted in the main manuscript.

Table 1. Parameter analysis.

Parameter λ1
seg λ2

seg λ1
adv λ2

adv Mean IoU

Baseline (ResNet) 1 0 0 0 36.6

Single-level

1 0 0.0005 0 40.2

1 0 0.001 0 41.4

1 0 0.002 0 40.4

1 0 0.004 0 40.1

Auxiliary loss

1 0 0.001 0 41.4

1 0.1 0.001 0 41.8

1 0.2 0.001 0 41.5

1 0.4 0.001 0 39.4

Multi-level

1 0.1 0.001 0.0001 40.9

1 0.1 0.001 0.0002 42.4

1 0.1 0.001 0.0005 42.1

1 0.1 0.001 0.001 41.1

2. Detailed Hyperparameters for Optimization
In Table 2, we present detailed hyperparameters for optimizing our proposed method for both the generator and the

discriminator, including baseline model, feature space adaptation and single/multi-level adaptation in the output space. In
addition, we show the image size used for training and testing in different datasets. Note that we always maintain the aspect
ratio of the image (without cropping) and down-sample it to the size as in Table 3.
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Table 2. Detailed hyperparameters for optimization.

Method Baseline (ResNet) Feature Single-level Multi-level

Training Iterations 250k 250k 250k 250k
Learning Rate Decay Policy Poly Poly Poly Poly
Decay Power 0.9 0.9 0.9 0.9

Learning Rate 2.5e-4 2.5e-4 2.5e-4 2.5e-4
Batch Size 1 1 1 1
Optimizer SGD SGD SGD SGD
Weight Decay 5e-4 5e-4 5e-4 5e-4
Momentum 0.9 0.9 0.9 0.9

Learning Rate (D) - 1e-4 1e-4 1e-4
Batch Size (D) - 2 2 2
Optimizer (D) - Adam Adam Adam
Weight Decay (D) - 5e-4 5e-4 5e-4
Momentum (D) - 0.9 0.9 0.9

λ1
seg 1.0 1.0 1.0 1.0

λ2
seg - - - 0.1

λ1
adv - 0.001 0.001 0.001

λ2
adv - - - 0.0002

Table 3. Image size for training and testing.

Dataset Cityscapes [2] GTA5 [3] SYNTHIA [4] Cross-City [1]

Training 512× 1024 720× 1280 760× 1280 512× 1024

Testing 512× 1024 - - 512× 1024

3. Qualitative Comparisons
We present additional results for qualitative comparisons under various settings, including GTA5 → Cityscapes (Figure 1

and 2), SYNTHIA → Cityscapes (Figure 3 and 4), and Cityscapes → Cross-City (Figure 5 and 6). In each setting, we show
results of the baseline model, feature adaptation and our multi-level adversarial adaptation in the output space. We observe
that the proposed domain adaptation method often yields qualitatively better segmentation outputs in the target domain, as
compared to feature-level adaptation.
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Target Image Ground Truth Before Adaptation Feature Adaptation Multi-level Adaptation

Figure 1. Example results of adapted segmentation for the GTA5-to-Cityscapes dataset. For each target image, we show results before
adaptation, with feature adaptation and our adapted segmentations in the output space.



Target Image Ground Truth Before Adaptation Feature Adaptation Multi-level Adaptation

Figure 2. Example results of adapted segmentation for the GTA5-to-Cityscapes dataset. For each target image, we show results before
adaptation, with feature adaptation and our adapted segmentations in the output space.
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Figure 3. Example results of adapted segmentation for the SYNTHIA-to-Cityscapes dataset. For each target image, we show results before
adaptation, with feature adaptation and our adapted segmentations in the output space.
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Figure 4. Example results of adapted segmentation for the SYNTHIA-to-Cityscapes dataset. For each target image, we show results before
adaptation, with feature adaptation and our adapted segmentations in the output space.
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Figure 5. Example results of adapted segmentation for the Cityscapes-to-CrossCity dataset. For each target image, we show results before
adaptation, with feature adaptation and our adapted segmentations in the output space.
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Figure 6. Example results of adapted segmentation for the Cityscapes-to-CrossCity dataset. For each target image, we show results before
adaptation, with feature adaptation and our adapted segmentations in the output space.


