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The implementation details, as well as additional results
of experiments on toy and realistic datasets, are given in
Sections 1 and 2. In Section 3 we discuss two viewpoints of
SGAN. We use notations as in the paper (see § 4).

1. Experiments on toy datasets

1.1. Details on the implementation

For experiments conducted on toy datasets, we used sep-
arate 2·(N+1) networks. The architecture and the hyper-
parameters are as follows. Each network is a multilayer per-
ceptron (MLP) of 4 fully connected layers and LeakyReLU
non-linearity [6] with the PyTorch’s default value for the
negative slope of 0.01 [7]. The number of hidden units for
each of the layers is 512, whereas the dimension of the input
noise vector for the generator network is 100.

We use learning rate of 1·10−5, as well as the Adam op-
timization method [5]. Using RMSProp [12] as optimiza-
tion method did not give obvious improvements in our con-
ducted experiments.

1.2. Experiments

Figure 1 depicts several image pairs, of: (i) samples gen-
erated by the local generators (left); and (ii) samples from
the global one (right). The illustrated contours are obtained
with GMM Kernel Density Estimation (KDE) [10], whose
bandwidth is cross-validated. We used sample of pg of size
500 (in Figure 1, N denotes the sample size). C in Figure 1
denotes the Coverage metric [13].

Figure 4 depicts experiment in which the parameters of
the global pair are updated after each update of a local pair.

2. Experiments on real-world datasets

2.1. Details on the implementation

Regarding experiments on real-world applications, we
considered: (i) using separate 2·(N+1) networks; as well
as (ii) using parameter sharing of the networks. In the lat-
ter, approximately half of the parameters of each network

are shared among the corresponding other N networks (dis-
criminators or generators). To distinguish the two, in the
sequel we denote the former and the latter case as N-S- and
N-SW-, respectively. For DCGAN, we recommend using
separate networks, as sharing parameters makes the gener-
ators to produce similar samples, thus the performance gain
of SGAN can be marginal.

We used learning rate of 1·10−5, and a batch size of 50
and 64 for (FASHION)MNIST and the rest of the datasets,
respectively. Unless otherwise stated, we used the Adam
optimizer [5] whose hyperparameters (one parameter used
for computing running averages of gradient and another for
its square) we fixed to 0.5 and 0.999, as in [9].

Implementation of the experiments on image datasets.
For MNIST we did experiments using both MLPs and
CNNs for the generators and the discriminators. In the for-
mer case, the architectures were almost identical to those
used for the toy experiments, except that the first layer was
adjusted for input space of 28×28. In the latter case, we
used input space of 28×28 and we started with the DC-
GAN implementation [9] and changed it accordingly to the
input space. In particular, we reduced the number of 2D
transposed convolution layers from 5 to 4 and adjusted the
hidden layers’ sizes accordingly to the dimensions used for
the real data space.

For CIFAR10 unless otherwise emphasized, we used
32×32 image space. For the rest of the image datasets–
unless otherwise stated, we used 64×64 input space and
the original DCGAN [9] architecture, as provided by the
authors. The implementation of DCGAN [9] uses Batch
Normalization layers [4].

Implementation of the experiments on one Billion Word
Benchmark. We started from the provided implementa-
tion of [2] and implemented our method. In particular, the
character-level generative language model is implemented
as a 1D CNN using 4 ResNet blocks [3], which network
maps a latent vector into a sequence of one-hot character
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Figure 1: 5-S-WGAN on the 10-GMM dataset. Samples
from the five local generators and from the global generator,
are shown on the left (in separate color) and on the right (in
red color), respectively. See § 1.2.

vectors of dimension 32. The discriminator is also a 1D
CNN, that takes as input sequences of such character em-
beddings of size 32.

As optimization method we used RMSProp [12].

Separate networks. In Figure 3 we show the Inception
score [11] (using its original implementation in Tensor-
Flow [1]), of the global generator and the local generators.

In Figure 2 we show samples of 5-S-DCGAN on

Figure 2: Samples of DCGAN and 5-S-DCGAN on
FASHION-MNIST taken at the 6000-th iteration, on the
left and right, respectively. The input dimension is 28×28.
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Figure 3: 10-S-DCGAN, on CIFAR10 (best seen in color).
We plot the Inception Score [11] of the global generator
(orange) as well as the scores of the local generators (blue).
The input dimension is 32×32.

FASHION-MNIST (on the right), as well as of DCGAN
(on the left). Figures 5 & 6 depict samples using DRAGAN
and DCGAN, respectively. We see that the global generator
converges much earlier then the local ones.

Shared parameters. In Figure 9 we show samples
when training DRAGAN and 5-SW-DRAGAN on LSUN-
bedroom with input dimension of 64×64. Finally, in Fig-
ure 10 we show samples when training on the Billion Word
dataset.

3. Different viewpoints of SGAN
Connecting SGAN to Actor-critic methods. In [8] the
authors argue that at an abstract level GANs find similarities
with actor-critic (AC) methods, which are widely used in re-
inforcement learning. Namely, the two have a feed-forward
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Figure 4: 5-S-WGAN experiment on the 8-GMM toy dataset (best seen in color). Real data samples are illustrated in orange.
In each image pair, we illustrate samples from the five local generators and from the global generator, on the left (in separate
color) and on the right (in green), respectively. The displayed contours represent the level sets of the discriminators D and
Dmsg–illustrated on the left and right of each image pair, respectively, where yellow is low and purple is high.
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Figure 5: 5-S-DRAGAN on CIFAR10 at 40·103-th itera-
tion, and 32×32 real data space.
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Figure 6: 5-S-DCGAN on CelebA at 1·103-th iteration, and
32×32 real data space.
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Figure 7: Samples of the generators of 5-S-DRAGAN on
the CelebA dataset at the 50·103-th iteration. The input di-
mension is 64×64.
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Figure 8: Samples of the generators of 5-S-DCGAN on the
LSUN-bedroom dataset at the 100·103-th iteration. The
input dimension is 64×64.

model which either takes an action (AC) or generates a sam-
ple (GAN). This acting/generating model is trained using a
second one. The latter model is the only one that has direct
access to information from the environment (AC) or the real
data (GAN), whereas the former has to learn based on the
signals from the latter. We refer the interested reader to [8]
which further elaborates the differences and finds connec-
tions that both the methods encounter difficulties in train-
ing.

We make use of the graphical illustration proposed in [8]
of the structre of the GAN algorithm illustrated in Fig-
ure 11a, and we extend it to illustrate how SGAN works,
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DRAGAN 5-SW-DRAGAN

Figure 9: DRAGAN and 5-SW-DRAGAN on LSUN-
bedroom at the 1000-th, 5·103-th, 10·103-th and 14·103-
th iteration, from top to bottom row, respectively. Using
64×64 real data space.

Figure 11b, where nodes with index i can be multiple.
Empty circles represent models with a distinct loss function.
Filled circles represent information from the environment.
Diamonds represent fixed functions, both deterministic and
stochastic. Solid lines represent the flow of information,
while dotted lines represent the flow of gradients used by
another model. In SGAN, D0 is being trained with samples
from the multiple generators whose input is in the real-data
space. For clarity, we omited Dmsg in the illustration–used
to train G0, as the arrows already indicate that these two
“global” models do not affect the ensemble.

Game theoretic interpretation. We can define a game
that describes the training of G0 and D0 in the SGAN
framework as follows. Let us consider a tuple (P,A, u),
where P = {G,D} is the set of new players that we in-
troduce. Let us assume that G and D, at each iteration can
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Figure 10: Snippets from WGAN (left) and 5-SW-WGAN
(right) on the One Billion Word Benchmark, taken at the
700-th and 2500-th iteration (top and bottom row, respec-
tively).

(a) GAN training [8] (b) SGAN training

Figure 11: Graphical representations [8] of the information
flow structures of GAN and SGAN training. See § 3.

select among the elements of D and G, respectively. Hence,
A = (Ag, Ad) have a finite set of N actions.

Such “top level players” in SGAN assign uniform distri-
bution over their actions, more precisely both G and D sam-
ple from the elements ofD and G respectively, with uniform
probability. To connect to classical training, let us assume
that G and D fix their choice to one element of D and G re-
spectively, i.e. with probability one they sample from a sin-
gle generator/discriminator. The trained networks G0 and
Gi, as well as D0 and Dj , with i and j being the selected
choice of G and D respectively, are identical in expecta-
tion. Finally, rather than predefining the uniform sampling
in SGAN, incorporating estimations of the actions’ pay-off
u = (ug, ud) could prove useful for training (G0, D0).
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