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Section 1 lists all categories we used in training our mod-
els. Section 2 compares the performance of MRU to some
other models on CIFAR-10. Section 3 shows samples of
generated images from all 50 categories.

1. Category list

Here are the 50 categories we use for training and
testing our models: airplane, ant, apple, banana, bear,
bee, bell, bench, bicycle, candle, cannon, car, castle, cat,
chair, church, couch, cow, cup, dog, elephant, geyser, gi-
raffe, hammer, hedgehog, horse, hotdog, hourglass, jelly-
fish, knife, lion, motorcycle, mushroom, pig, pineapple,
pizza, pretzel, rifle, scissors, scorpion, sheep, snail, spoon,
starfish, strawberry, tank, teapot, tiger, volcano, zebra.

2. Evaluation of MRU on CIFAR-10

We introduce the Masked Residual Unit (MRU) to im-
prove generative deep networks by giving repeated access
to the conditioning signal (in our case, a sketch). But this
network building block is also quite useful for classifica-
tion tasks. We compare the performance of the MRU and
other recent architectures on CIFAR-10 and show that the
MRU performance is on par with ResNet. Accuracy num-
bers for other models are obtained from their correspond-
ing papers. For convenience, we call the improved ResNet
”ResNet-v2” in the table. In ”MRU-108, LeakyReLU gate”,
we substitute the sigmoid activations in our MRU units with
LeakyReLU [4], and normalize obtained masks to the range
of [0, 1].

Model error (%)
NIN [3] 8.81
Highway [5] 7.72
ResNet-110 [1] 6.61
ResNet-1202 [1] 7.93
ResNet-v2-164 [2] 5.46
MRU-108 6.34
MRU-108, LeakyReLU gate 5.83

Table 1: Comparison of error rates on CIFAR-10. Lower is
better.

3. Samples from all 50 categories

Here we present samples from all 50 categories from
pix2pix variants and our methods for comparison. Each
category contains three input samples, among which the
third sample is a failure case for our method. The six
columns in each figure are: (Input) input sketch, (a) pix2pix

on Sketchy, (b) pix2pix on Augmented Sketchy, (c) Label-
supervised pix2pix on Augmented Sketchy, (d) our method,
(GT) ground truth image.
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