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In this supplementary material, we present more ex-
perimental results that could not be included in the main
manuscript due to the lack of space.

1. Quantitative comparison with state-of-the-
art methods

We compared the performance of the V2V-PoseNet on
the three 3D hand pose estimation datasets (ICVL [18],
NYU [19], and MSRA [17]) with most of the state-of-the-
art methods, which include latent random forest (LRF) [18],
cascaded hand pose regression (Cascade) [17], DeepPrior
with refinement (DeepPrior) [14], feedback loop train-
ing method (Feedback) [15], hand model based method
(DeepModel) [25], multi-view CNN (MultiView) [5],
DISCO [1], Hand3D [4], lie-x group based method (Lie-
X) [21], improved DeepPrior (DeepPrior++) [13], region
ensemble network (REN-4×6×6 [8], REN-9×6×6 [7]),
CrossingNets [20], pose-guided REN (Pose-REN) [3],
global-to-local prediction method (Global-to-Local) [11],
classification-guided approach (Cls-Guide) [22], 3DCNN
based method (3DCNN) [6], occlusion aware based method
(Occlusion) [12], and CDO [10]. Some reported results of
previous works [3, 7, 8, 13–15, 18, 21, 25] are calculated by
prediction labels available online. Other results [1,4–6,10–
12,17,20,22] are calculated from the tables of their papers.

As shown in Table 1, our method outperforms all exist-
ing methods on the three 3D hand pose estimation datasets.

We also compared the performnace of the V2V-PoseNet
on the 3D human pose estimation dataset (ITOP [9]) with
more methods than used in the main manuscript. The com-
parison includes random forest-based method (RF [16]),
random tree walk (RTW [24]), IEF [2], viewpoint-invariant
feature-based method (VI) [9], and REN-9x6x6 [7]. The
scores of the methods are obtained from [7, 9].

As shown in Table 2, our V2V-PoseNet outperforms all
the existing methods in front- and top-view.

2. Qualitative results
We report some qualitative results of the V2V-PoseNet

on the four 3D hand pose estimation datasets (ICVL [18],
NYU [19], MSRA [17], and HANDS 2017 frame-based
3D hand pose estimation challenge dataset [23]) and one
3D human pose estimation dataset (ITOP- Front and Top
Views [9]). The results are shown in Figures 1, 2, 3, 4, 5,
and 6, respectively.

We also attach videos generated from the test set of the
ICVL, NYU, and MSRA datasets.



Methods Mean error (mm)
LRF 12.58

DeepModel 11.56
Hand3D 10.9

CDO 10.5
DeepPrior 10.4

CrossingNets 10.2
Cascade 9.9

JTSC 9.16
DeepPrior++ 8.1
REN-4x6x6 7.63
REN-9x6x6 7.31
Pose-REN 6.79

V2V-PoseNet (Ours) 6.28

(a) ICVL

Methods Mean error (mm)
DISCO 20.7

DeepPrior 19.73
Hand3D 17.6

DeepModel 17.04
JTSC 16.8

Feedback 15.97
Global-to-Local 15.60

Lie-X 14.51
3DCNN 14.1

REN-4x6x6 13.39
REN-9x6x6 12.69
DeepPrior++ 12.24

Pose-REN 11.81
V2V-PoseNet (Ours) 8.42

(b) NYU

Methods Mean error (mm)
Cascade 15.2

Cls-Guide 13.7
MultiView 13.2
Occlusion 12.8

CrossingNets 12.2
REN-9x6x6 9.7
DeepPrior++ 9.5

Pose-REN 8.65
V2V-PoseNet (Ours) 7.59

(c) MSRA

Table 1: Comparison of the proposed method (V2V-PoseNet) with state-of-the-art methods on the three 3D hand pose
datasets. Mean error indicates the average 3D distance error.

mAP (front-view) mAP (top-view)

Body part RF RTW IEF VI REN-
9x6x6

V2V-PoseNet
(Ours) RF RTW IEF VI REN-

9x6x6
V2V-PoseNet

(Ours)
Head 63.8 97.8 96.2 98.1 98.7 98.29 95.4 98.4 83.8 98.1 98.2 98.4
Neck 86.4 95.8 85.2 97.5 99.4 99.07 98.5 82.2 50.0 97.6 98.9 98.91
Shoulders 83.3 94.1 77.2 96.5 96.1 97.18 89.0 91.8 67.3 96.1 96.6 96.87
Elbows 73.2 77.9 45.4 73.3 74.7 80.42 57.4 80.1 40.2 86.2 74.4 79.16
Hands 51.3 70.5 30.9 68.7 55.2 67.26 49.1 76.9 39.0 85.5 50.7 62.44
Torso 65.0 93.8 84.7 85.6 98.7 98.73 80.5 68.2 30.5 72.9 98.1 97.78
Hip 50.8 80.3 83.5 72.0 91.8 93.23 20.0 55.7 38.9 61.2 85.5 86.91
Knees 65.7 68.8 81.8 69.0 89.0 91.80 2.6 53.9 54.0 51.6 70.0 83.28
Feet 61.3 68.4 80.9 60.8 81.1 87.6 0.0 28.7 62.4 51.5 41.6 69.62
Mean 65.8 80.5 71.0 77.4 84.9 88.74 47.4 68.2 51.2 75.5 75.5 83.44

Table 2: Comparison of the proposed method (V2V-PoseNet) with state-of-the-art methods on the front and top views of the
ITOP dataset. mAP represents the mean average precision.



Figure 1: Qualitative results of our V2V-PoseNet on the ICVL dataset. Backgrounds are removed to make them visually
pleasing.

Figure 2: Qualitative results of our V2V-PoseNet on the NYU dataset. Backgrounds are removed to make them visually
pleasing.



Figure 3: Qualitative results of our V2V-PoseNet on the MSRA dataset. Backgrounds are removed to make them visually
pleasing.

Figure 4: Qualitative results of our V2V-PoseNet on the HANDS 2017 frame-based 3D hand pose estimation challenge
dataset. Backgrounds are removed to make them visually pleasing.



Figure 5: Qualitative results of our V2V-PoseNet on the ITOP dataset (front-view). Backgrounds are removed to make them
visually pleasing.

Figure 6: Qualitative results of our V2V-PoseNet on the ITOP dataset (top-view). Backgrounds are removed to make them
visually pleasing.
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