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Table 1, 2, 3, 4 present the full experimental results on ReferIt [3], UNC [6], UNC+ [6], G-Ref [5] datasets respectively.
More visualization and segmentation masks are shown in Fig. 1-8.
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Model Set prec@0.5 prec@0.6 prec@0.7 prec@0.8 prec@0.9 ovreall IoU

LSTM-CNN [1] test 34.02 26.71 19.32 11.63 3.92 48.03

DeepLab+RMI [4] test 44.33 36.13 27.20 16.99 6.43 57.34

DeepLab+RMI+DCRF [4] test 46.08 38.90 30.77 20.62 8.54 58.73

RRN (with plain structure) test 50.41 42.81 34.39 23.97 11.39 60.66

RRN (with plain structure, DCRF) test 51.13 44.25 36.16 25.51 11.48 61.11

RRN (with vanilla RNN) test 51.19 43.41 34.59 24.13 11.59 60.86

RRN (with vanilla RNN, DCRF) test 52.01 44.78 36.58 25.57 11.65 61.29

RRN (with LSTM) test 55.72 47.78 38.49 26.72 12.53 63.12

RRN (with LSTM, DCRF) test 56.71 49.22 40.36 28.39 12.68 63.63

Table 1. Experimental results on ReferIt dataset.
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Model Set prec@0.5 prec@0.6 prec@0.7 prec@0.8 prec@0.9 ovreall IoU

DeepLab+RMI [4] val 41.27 29.71 18.41 7.37 0.76 44.33

DeepLab+RMI+DCRF [4] val 42.99 33.24 22.75 12.11 2.23 45.18

RRN (with plain structure) val 51.84 42.36 30.64 17.39 3.84 49.74

RRN (with plain structure, DCRF) val 53.07 44.27 34.45 22.08 6.19 50.56

RRN (with vanilla RNN) val 49.85 40.22 29.49 16.62 4.05 48.86

RRN (with vanilla RNN, DCRF) val 51.46 42.77 33.19 20.91 6.24 49.51

RRN (with LSTM) val 60.19 50.19 38.32 23.87 5.66 54.26

RRN (with LSTM, DCRF) val 61.66 52.50 42.40 28.13 8.51 55.33

DeepLab+RMI [4] testA 40.68 30.14 18.99 8.03 0.88 44.74

DeepLab+RMI+DCRF [4] testA 42.99 33.59 23.69 12.94 2.44 45.69

RRN (with plain structure) testA 53.46 43.49 31.89 18.37 3.82 51.31

RRN (with plain structure, DCRF) testA 54.30 45.84 34.93 23.09 6.63 52.12

RRN (with vanilla RNN) testA 51.42 41.70 31.04 17.89 3.75 49.79

RRN (with vanilla RNN, DCRF) testA 52.06 43.43 34.40 22.61 6.36 50.41

RRN (with LSTM) testA 63.00 52.93 40.99 24.47 5.50 56.21

RRN (with LSTM, DCRF) testA 64.13 54.66 44.37 29.15 8.08 57.26

DeepLab+RMI [4] testB 42.75 30.40 18.19 7.83 0.86 44.63

DeepLab+RMI+DCRF [4] testB 44.99 34.21 22.69 11.84 2.65 45.57

RRN (with plain structure) testB 50.74 40.37 29.38 17.29 4.95 49.49

RRN (with plain structure, DCRF) testB 51.91 42.47 33.50 21.37 8.15 50.34

RRN (with vanilla RNN) testB 48.81 39.54 29.28 18.07 5.32 48.68

RRN (with vanilla RNN, DCRF) testB 50.17 41.57 32.62 22.02 8.07 49.46

RRN (with LSTM) testB 57.51 47.71 36.51 22.87 6.91 52.71

RRN (with LSTM, DCRF) testB 59.35 50.32 39.82 27.30 10.05 53.95

Table 2. Experimental results on UNC dataset.



Model Set prec@0.5 prec@0.6 prec@0.7 prec@0.8 prec@0.9 ovreall IoU

DeepLab+RMI [4] val 18.39 11.50 5.86 1.85 0.20 29.91
DeepLab+RMI+DCRF [4] val 20.52 14.02 8.46 3.77 0.62 29.86

RRN (with plain structure) val 21.82 14.83 8.78 4.11 0.61 32.73
RRN (with plain structure, DCRF) val 23.22 16.59 10.83 5.78 1.12 32.50

RRN (with vanilla RNN) val 22.53 15.22 8.82 3.98 0.48 32.84
RRN (with vanilla RNN, DCRF) val 23.77 17.22 11.08 5.71 0.90 32.61

RRN (with LSTM) val 35.45 25.93 16.60 8.11 1.19 39.23
RRN (with LSTM, DCRF) val 37.32 28.96 20.31 11.33 2.66 39.75

DeepLab+RMI [4] testA 18.76 11.67 6.08 1.78 0.26 30.37
DeepLab+RMI+DCRF [4] testA 21.22 14.43 8.99 3.91 0.49 30.48

RRN (with plain structure) testA 25.10 17.46 10.57 4.86 0.86 34.61
RRN (with plain structure, DCRF) testA 26.21 19.66 13.20 7.28 1.43 34.50

RRN (with vanilla RNN) testA 26.27 18.37 11.23 4.92 0.77 34.63
RRN (with vanilla RNN, DCRF) testA 28.08 20.40 13.90 7.72 1.68 34.47

RRN (with LSTM) testA 39.71 29.11 19.04 9.24 1.34 41.68
RRN (with LSTM, DCRF) testA 40.80 31.66 22.74 12.78 2.78 42.15

DeepLab+RMI [4] testB 19.08 12.11 6.44 2.70 0.31 29.43
DeepLab+RMI+DCRF [4] testB 20.78 14.56 8.80 4.58 0.80 29.50

RRN (with plain structure) testB 18.86 12.31 7.65 3.80 0.84 29.86
RRN (with plain structure, DCRF) testB 19.88 14.17 9.39 5.17 1.60 29.61

RRN (with vanilla RNN) testB 18.98 12.66 7.61 3.58 0.76 29.96
RRN (with vanilla RNN, DCRF) testB 20.31 14.58 9.29 5.11 1.23 29.78

RRN (with LSTM) testB 30.19 21.64 14.03 7.57 1.43 35.63
RRN (with LSTM, DCRF) testB 32.42 24.69 17.10 9.92 2.78 36.11

Table 3. Experimental results on UNC+ dataset.

Model Set prec@0.5 prec@0.6 prec@0.7 prec@0.8 prec@0.9 ovreall IoU

LSTM-CNN [2] val 15.25 8.37 3.75 1.29 0.06 28.14
DeepLab+RMI [4] val 26.19 18.46 10.68 4.28 0.73 34.40
DeepLab+RMI+DCRF [4] val 27.77 21.06 13.92 6.83 1.43 34.52

RRN (with plain structure) val 30.47 22.92 15.87 8.80 2.12 34.43
RRN (with plain structure, DCRF) val 31.30 24.56 17.85 10.89 3.26 34.40

RRN (with vanilla RNN) val 28.42 21.48 14.69 7.75 1.70 33.92
RRN (with vanilla RNN, DCRF) val 28.98 22.77 16.63 9.68 2.66 33.66

RRN (with LSTM) val 35.01 27.65 19.89 10.93 2.38 36.32
RRN (with LSTM, DCRF) val 36.00 29.77 22.78 14.06 3.74 36.45

Table 4. Experimental results on G-Ref dataset.



query = “sky”

query = “the wall above the bed”

Figure 1. Visualization of convolutional LSTM on ReferIt dataset. From left to right are input images, ground truth masks, the strongest
activated channel of hidden states after combining C5, C4,C3 features, and the predicted mask.

query = “person left”

query = “mountain”

query = “man closest to us”

Figure 2. Segmentation results on ReferIt dataset. From left to right are input images, ground truth masks, results from baseline, plain
structure, RNN, and LSTM respectively.



query = “top right bowl”

query = “sofa near camera”

query = “right guy”

Figure 3. Visualization of convolutional LSTM on UNC dataset. From left to right are input images, ground truth masks, the strongest
activated channel of hidden states after combining C5, C4,C3 features, and the predicted mask.

query = “person on left”

query = “man in gray hoodie”

query = “right most skier”

query = “left woman gray shirt”

Figure 4. Segmentation results on UNC dataset. From left to right are input images, ground truth masks, results from baseline, plain
structure, RNN, and LSTM respectively.



query = “black cat”

query = “piece at 12 o clock”

query = “man in suit”

Figure 5. Visualization of convolutional LSTM on UNC+ dataset. From left to right are input images, ground truth masks, the strongest
activated channel of hidden states after combining C5, C4,C3 features, and the predicted mask.

query = “elephant closest to us”

query = “woman in corner looking away”

query = “white pizza”

Figure 6. Segmentation results on UNC+ dataset. From left to right are input images, ground truth masks, results from baseline, plain
structure, RNN, and LSTM respectively.



query = “surfer wearing blue plaid board shorts”

query = “the red chair”

query = “a half full cup of coffee”

Figure 7. Visualization of convolutional LSTM on G-Ref dataset. From left to right are input images, ground truth masks, the strongest
activated channel of hidden states after combining C5, C4,C3 features, and the predicted mask.

query = “black cow on in front of other cows on a field”

query = “brown dog laying in the sand”

query = “zebra on the left side”

Figure 8. Segmentation results on G-Ref dataset. From left to right are input images, ground truth masks, results from baseline, plain
structure, RNN, and LSTM respectively.


