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1. Generalizability of CT-Net to new domains

A fundamental aspect of our system is its ability to in-
vert the x-ray transform, which maps 3D objects into its
corresponding sinogram representation. Conceptually, the
inverse transformation should be applicable to any scenario
regardless of the objects being scanned. In this experiment,
we validate the generalizability of our system by using the
network trained on the transportation luggage dataset[1], to
invert the fashion-MNIST [5]. This dataset consists of 60K
training images of size 28 × 28 belonging to one of ten
classes, consisting of everyday fashion like jeans, dresses,
shoes, sandals etc. We resize them to 128×128 using bilin-
ear interpolation. Next, we generate a set of sinograms cor-
responding to the training data in the fashion-mnist dataset,
using the Radon transform which is equivalent to the x-ray
transform for 2D images. In particular, we use the imple-
mentation of the Radon transform from the scikit-image li-
brary [3]. We fine-tune the pre-trained network from the
transportation dataset to the target fashion dataset. For
training in the partial view scenario, we use only use the
top half of the sinogram, corresponding to 0 − 90◦. Fig-
ure 1aSubfigure 1asubfigure.1.1 shows the training and test
losses obtained from training CT-Net on the fashion dataset.
As it can be clearly observed, warm-starting the network
with weights from the transportation dataset leads to signif-
icantly faster convergence within a very few mini-batches,
illustrating the effectiveness of the learned inverse x-ray
transformation. Furthermore, we illustrate the recovered
images in Figure 1bSubfigure 1bsubfigure.1.2.

2. Description of CT-Net

The architectures of the different networks in CT-Net are
illustrated in Figure 2cSubfigure 2csubfigure.2.3, and tables
2aSubfigure 2asubfigure.2.1, 2bSubfigure 2bsubfigure.2.2
respectively. We use 5 different filter sizes, with 256 hid-
den dimensions each, for the 1D CNN, which embeds the

sinogram into a 5 × 256 = 1280 dimensional latent repre-
sentation. Next, we decode the CT image using the decoder
described in Figure 2cSubfigure 2csubfigure.2.3. Addition-
ally, when using an adversarial loss, we use the discrimina-
tor shown in table 2bSubfigure 2bsubfigure.2.2.

3. More Reconstruction Results

We show failure cases and successful reconstruction ex-
amples from unseen test data in Figures 3Failure cases:
Images with high frequency content are much harder
to recover, and the proposed method does not provide
a significant improvement over existing approaches like
FBP or WLS. In addition, if the objects are not vis-
ible in the views available, they will naturally appear
invisible in the current setup, as seen for the object
in the middle row here.figure.caption.3 and 4Successful
Cases: Reconstruction results, with PSNR listed on top
of each reconstructed image slice. Apart from the base-
lines shown in the main paper, we also include CT-
Net -mse+FBP,CT-Net -mse+WLS,CT-Net -adv+FBP here
for comparison.figure.caption.4 respectively. In Figure
4Successful Cases: Reconstruction results, with PSNR
listed on top of each reconstructed image slice. Apart from
the baselines shown in the main paper, we also include
CT-Net -mse+FBP,CT-Net -mse+WLS,CT-Net -adv+FBP
here for comparison.figure.caption.4, along with the base-
lines shown in the main paper, we also include CT-Net
-mse+FBP,CT-Net -mse+WLS,CT-Net -adv+FBP here for
comparison. In general, we observe that sinogram com-
pletion works much better than any other approach. Fur-
ther, sinogram completion with WLS works better than with
FBP. Finally, we find CT-Net-mse and CT-Net-adv perform
very similar for completion and do not differ greatly in the
final reconstruction. This is because the adversarial loss is
measured in the image space. An end-to-end system with an
adversarial loss in sinogram completed space is expected to
work better, but that is left as future work. From Figure
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(a) Comparing training and testing losses for the network warm-started with weights vs randomly initialized. We see that the
warm-started model converges within just 50 batches of training, with batch size=100.
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Figure 1: Transferring knowledge to new domains: We “warm start” CT-Net, with weights trained on the luggage dataset
[1], and fine-tune for the fashion-MNIST dataset. It can be seen that within just a few batches of training, our network learns
to recover the images with just half the views.

3Failure cases: Images with high frequency content are
much harder to recover, and the proposed method does not
provide a significant improvement over existing approaches
like FBP or WLS. In addition, if the objects are not visible
in the views available, they will naturally appear invisible

in the current setup, as seen for the object in the middle
row here.figure.caption.3, it can be observed that test im-
ages with lot of high-frequency content are not well recov-
ered with CT-Net. Further, when the objects are not visible
in any of the views available, the network has not informa-
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Figure 2: Architecture details of the different networks in CT-Net.
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Figure 3: Failure cases: Images with high frequency content are much harder to recover, and the proposed method does not
provide a significant improvement over existing approaches like FBP or WLS. In addition, if the objects are not visible in the
views available, they will naturally appear invisible in the current setup, as seen for the object in the middle row here.



tion to recover that object.

4. 3D Segmentation Results
In this experiment, we used a popular region growing

segmentation similar to the method used in [2]. It is a sim-
plified version of the method in [4], with a randomly cho-
sen starting position and a fixed kernel size. The purpose of
this experiment is to understand how reconstruction quality
affects object segmentation. The luggage dataset contains
segmentation labels of objects of interest, and the evaluation
focused on how well each segmentation extracts the labeled
object. We reconstructed all slices of each bag through the
proposed method and combined them into a single bag in
3D. Then we run the region growing in 3D at multiple,
hand-tuned parameter settings (intensity threshold ranging
from 0.005 to 0.02), and reported the results from the best-
performing setting. This is done as some reconstruction re-
sults are poor and very sensitive to the threshold (especially
when using the partial-view FBP and iterative method). Ex-
amples for the 3D segmentation on reconstructions obtained
using CT-Net-adv+WLS, using region growing method are
shown in figures 5aSubfigure 5asubfigure.5.1,5bSubfigure
5bsubfigure.5.2, and 5Test bag 2 with 274 reconstructed
slices.figure.caption.6. It is easy to see that the proposed
reconstruction segments the objects of interest very similar
to the ground truth images, than compared to using WLS
for reconstruction.
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Figure 4: Successful Cases: Reconstruction results, with PSNR listed on top of each reconstructed image slice. Apart from
the baselines shown in the main paper, we also include CT-Net -mse+FBP,CT-Net -mse+WLS,CT-Net -adv+FBP here for
comparison.



Segmentation Label

Region Growing on 
Reconstruction from WLS

Region Growing on Full-view 
Ground Truth 

Region Growing on Proposed 
Reconstruction

(a) Test Bag 3 with 270 reconstructed slices.
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(b) Test Bag 4 with 250 reconstructed slices.
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Figure 5: Test bag 2 with 274 reconstructed slices.


