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In this supplementary material, we provide more results
in our experiments. In Sec. A, we report the success rates
of non-targeted attacks based on L2 norm bound. In Sec. B,
we provide the results of targeted attacks. The experiments
consistently demonstrate the effectiveness of the proposed
momentum-based methods.

A. Non-targeted attacks based on L2 norm
bound

We first perform non-targeted attacks based on L2 norm
bound. Since the L2 distance between an adversarial exam-
ple and a real example is defined as

‖x∗ − x‖2 =

√√√√ N∑
i=1

(x∗i − xi)2, (14)

where N is the dimension of input x and x∗, the distance
measure depends onN . For example, if the distance of each
dimension of an adversarial example and a real example is
|x∗i − xi| = ε, the L2 norm is ε

√
N between them while

the L∞ norm is ε. Therefore, we set the L2 norm bound as
16
√
N in our experiments, where N is the dimension of the

input to a network.

A.1. Attacking a single model

We include seven networks in this section, which are Inc-
v3, Inc-v4, IncRes-v2, Res-152, Inc-v3ens3, Inc-v3ens4 and
IncRes-v2ens. We generate adversarial examples for Inc-v3,
Inc-v4, IncRes-v2 and Res-152 respectively, and measure
the success rates of attacks on all models. We compare three
attack methods, which are the fast gradient method (FGM,
defined in Eq. (2)), iterative FGM (I-FGM) and momentum
iterative FGM (MI-FGM, defined in Eq. (10)). We set the
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Attack Ensemble Hold-out

-Inc-v3
FGM 47.3 52.7

I-FGM 99.1 65.3
MI-FGM 99.2 89.7

-Inc-v4
FGM 47.2 49.3

I-FGM 99.3 56.7
MI-FGM 99.4 88.0

-IncRes-v2
FGSM 47.3 50.4

I-FGSM 99.4 54.3
MI-FGSM 99.5 86.1

-Res-152
FGM 47.6 46.6

I-FGM 99.0 44.7
MI-FGM 99.5 81.4

-Inc-v3ens3

FGM 51.8 35.4
I-FGM 99.8 29.5

MI-FGM 99.6 59.8

-Inc-v3ens4

FGM 51.2 37.5
I-FGM 99.2 36.4

MI-FGM 99.7 66.5

-IncRes-v2ens

FGSM 54.4 32.4
I-FGSM 99.2 19.9

MI-FGSM 99.8 56.4

Table 4: The success rates (%) of non-targeted adversarial
attacks based on L2 norm bound against an ensemble of
white-box models and a hold-out black-box target model.
In each row, “-” indicates the name of the hold-out model
and the adversarial examples are generated for the ensemble
of the other six models.

number of iterations to 10 in I-FGM and MI-FGM, and the
decay factor to 1.0 in MI-FGM.

The results are shown in Table 5. We can also see
that MI-FGM attacks a white-box model with a near 100%



success rate as I-FGM, and outperforms FGM and I-FGM
in black-box attacks significantly. The conclusions are
similar to those of L∞ norm bound experiments, which
consistently demonstrate the effectiveness of the proposed
momentum-based iterative methods.

A.2. Attacking an ensemble of models

In this experiments, we also include Inc-v3, Inc-v4,
IncRes-v2, Res-152, Inc-v3ens3, Inc-v3ens4 and IncRes-v2ens
models for our study. We keep one model as the hold-out
black-box model and attack an ensemble of the other six
models by FGM, I-FGM and MI-FGM respectively. We set
the number of iterations to 20 in I-FGM and MI-FGM, the
decay factor to 1.0 in MI-FGM, and the ensemble weights
to 1/6 equally.

We show the results in Table 4. Iterative methods in-
cluding I-FGM and MI-FGM can obtain a near 100% suc-
cess rate for an ensemble of white-box models. And MI-
FGM can attack a black-box model with a much higher suc-
cess rate, showing the good transferability of the adversarial
examples generated by MI-FGM. For adversarially trained
models, MI-FGM can fool them with about 60% success
rates, revealing the great vulnerability of the adversarially
trained models against our black-box attacks.

B. Targeted attacks
B.1. L∞ norm bound

Targeted attacks are much more difficult than non-
targeted attacks in the black-box manner, since they require
the black-box model to output the specific target label. For
DNNs trained on a dataset with thousands of output cate-
gories such as the ImageNet dataset, finding targeted ad-
versarial examples by only one model to fool a black-box
model is impossible. Thus we perform targeted attacks by
integrating the ensemble-based approach.

We show the results in Table 6, where the success rate
is measured by the percentage of the adversarial examples
that are classified as the target label by the model. Similar
to the experimental settings in Sec. 4.3, we keep one model
to test the performance of black-box attacks, with the tar-
geted adversarial examples generated for the ensemble of
the other six models. We set the size of perturbation ε to
48, decay factor µ to 1.0 and the number of iterations to
20 for I-FGSM and MI-FGSM. We can see that one-step
FGSM can hardly attack the ensemble of models as well
as the target black-box models. The success rates of the
adversarial examples generated by MI-FGSM are close to
100% for white-box models and higher than 10% for nor-
mally trained black-box models. Unfortunately, it cannot
effectively generate targeted adversarial examples to fool
adversarially trained models, which remains an open issue
for future researches.

B.2. L2 norm bound

We draw similar conclusions for targeted attacks based
on L2 norm bound. In our experiments, we also include
Inc-v3, Inc-v4, IncRes-v2, Res-152, Inc-v3ens3, Inc-v3ens4
and IncRes-v2ens models. We keep one model as the hold-
out black-box model and attack an ensemble of the other six
models with equal ensemble weights by FGM, I-FGM and
MI-FGM respectively. We set the maximum perturbation ε
to 48

√
N where N is the dimension of inputs, the number

of iterations to 20 in I-FGM and MI-FGM, and the decay
factor to 1.0 in MI-FGM. We report the success rates of ad-
versarial examples against the white-box ensemble of mod-
els and the black-box target model in Table 7. MI-FGM can
easily fool white-box models, but it cannot fool the adver-
sarially trained models effectively in the targeted black-box
attacks.



Attack Inc-v3 Inc-v4 IncRes-v2 Res-152 Inc-v3ens3 Inc-v3ens4 IncRes-v2ens

Inc-v3
FGM 76.2∗ 41.0 43.1 41.3 34.6 34.9 26.2

I-FGM 100.0∗ 39.9 36.4 27.5 17.5 19.2 10.9
MI-FGM 100.0∗ 67.6 66.3 56.1 44.4 45.5 33.9

Inc-v4
FGM 47.3 63.1∗ 37.3 39.0 35.3 33.9 27.7

I-FGM 52.8 100.0∗ 42.0 33.5 21.9 19.9 13.8
MI-FGM 76.9 100.0∗ 69.6 59.7 51.2 51.0 39.4

IncRes-v2
FGM 48.2 38.9 60.4∗ 39.8 36.6 35.5 30.5

I-FGM 56.0 47.5 99.6∗ 36.9 27.5 22.9 18.7
MI-FGM 81.7 75.8 99.6∗ 66.9 62.7 57.7 58.8

-Res-152
FGM 50.8 40.7 42.0 75.1∗ 36.5 36.0 31.6

I-FGM 47.6 43.9 43.9 99.4∗ 32.7 32.3 25.2
MI-FGM 71.3 65.5 64.3 99.6∗ 56.7 55.4 51.5

Table 5: The success rates (%) of non-targeted adversarial attacks based onL2 norm bound against all models. The adversarial
examples are crafted for Inc-v3, Inc-v4, IncRes-v2 and Res-152 respectively using FGM, I-FGM and MI-FGM. ∗ indicates
the white-box attacks.

Attack Ensemble Hold-out

-Inc-v3
FGSM 0.5 0.5

I-FGSM 99.6 9.0
MI-FGSM 99.5 17.6

-Inc-v4
FGSM 0.3 0.4

I-FGSM 99.9 7.0
MI-FGSM 99.8 15.6

-IncRes-v2
FGSM 0.4 0.2

I-FGSM 99.9 7.3
MI-FGSM 99.8 16.1

-Res-152
FGSM 0.1 0.5

I-FGSM 99.6 3.3
MI-FGSM 99.5 11.4

-Inc-v3ens3

FGSM 0.3 0.1
I-FGSM 99.7 0.1

MI-FGSM 99.7 0.5

-Inc-v3ens4

FGSM 0.2 0.1
I-FGSM 99.9 0.4

MI-FGSM 99.8 0.9

-IncRes-v2ens

FGSM 0.5 0.1
I-FGSM 99.7 0.1

MI-FGSM 99.8 0.2

Table 6: The success rates (%) of targeted adversarial at-
tacks based on L∞ norm bound against an ensemble of
white-box models and a hold-out black-box target model.
In each row, “-” indicates the name of the hold-out model
and the adversarial examples are generated for the ensemble
of the other six models.

Attack Ensemble Hold-out

-Inc-v3
FGM 0.7 0.4

I-FGM 99.7 17.8
MI-FGM 99.5 21.0

-Inc-v4
FGM 0.7 0.5

I-FGM 99.9 15.2
MI-FGM 99.8 21.8

-IncRes-v2
FGM 0.7 0.7

I-FGM 99.8 16.4
MI-FGM 99.9 21.7

-Res-152
FGM 0.5 0.4

I-FGM 99.5 9.2
MI-FGM 99.6 17.4

-Inc-v3ens3

FGM 0.6 0.2
I-FGM 99.9 0.7

MI-FGM 99.6 1.6

-Inc-v3ens4

FGM 0.5 0.2
I-FGM 99.7 1.7

MI-FGM 100.0 2.0

-IncRes-v2ens

FGM 0.6 0.4
I-FGM 99.6 0.5

MI-FGM 99.8 1.9

Table 7: The success rates (%) of targeted adversarial at-
tacks based on L2 norm bound against an ensemble of
white-box models and a hold-out black-box target model.
In each row, “-” indicates the name of the hold-out model
and the adversarial examples are generated for the ensemble
of the other six models.


