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Abstract

The performance of current automatic face recognition

algorithms is hindered by different covariates such as fa-

cial aging, disguises, and pose variations. Specifically, dis-

guises are employed for intentional or unintentional modifi-

cations in the facial appearance for hiding one’s own iden-

tity or impersonating someone else’s identity. In this paper,

we utilize deep learning based transfer learning approach

for face verification with disguise variations. We employ

Residual Inception network framework with center loss for

learning inherent face representations. The training for the

Inception-ResNet model is performed using a large-scale

face database which is followed by inductive transfer learn-

ing to mitigate the impact of facial disguises. To evaluate

the performance of the proposed Deep Disguise Recognizer

(DDR) framework, Disguised Faces in the Wild and IIIT-

Delhi Disguise Version 1 face databases are used. Exper-

imental evaluation reveals that for the two databases, the

proposed DDR framework yields 90.36% and 66.9% face

verification accuracy at the false accept rate of 10%.

1. Introduction

Automated face recognition is a complex and criti-

cal task which has received significant attention from re-

searchers over the past couple of decades. Numerous ap-

proaches ranging from Eigenfaces [1] and Principal Com-

ponent Analysis (PCA) [2] to Convolutional Neural Net-

works [3] have been proposed for designing accurate face

recognition systems. However, due to the widespread de-

ployment of face recognition applications, especially for se-

curity, it is vital to note that various challenges/covariates

such as facial aging [4, 5], plastic surgery [6, 7], and facial

disguise [8] hinder the performance.

Facial disguise involves intentional or unintentional al-

terations in the facial features with the aim of identity im-

personation or obfuscation [9]. Figure 1 demonstrates an

example of drastic variations in the appearance of an indi-

vidual by utilizing different facial disguises. Facial disguise

is a key area of concern for face recognition researchers

Figure 1: Illustrating variations in facial appearances of the

same individual due to the usage of different disguises.

as Dhamecha et al. [8] demonstrated that commercial face

recognition systems exhibit poor performance while match-

ing face images with disguises. For applications in border

crossing and airport security, it is crucial to develop better

face recognition algorithms that are able to mitigate the im-

pact of facial disguises.

In the literature, several techniques have been developed

for matching faces with disguises. Ramanathan et al. [4]

utilized PCA along with Mahalanobis Cosine distance to

match disguised faces. Singh et al. [10] used 2D log-

polar Gabor features to accurately verify faces with dis-

guises. Several other approaches involving PCA [11] and

various texture descriptors [8, 12] have also been proposed.

The state-of-the-art technique for verifying visible spectrum

faces with disguises [9] comprises classifying face patches

as biometric or non-biometric followed by matching of bio-

metric patches using local binary patterns. Table 1 summa-

rizes the different algorithms published in the literature for

disguised face verification.

Recently, deep learning based algorithms have been suc-

cessfully utilized for encoding feature representations in

various image classification tasks including face recogni-
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Table 1: Summary of published algorithms for detecting disguises in faces and face recognition with disguise variations.

Year Authors
Face Disguise

Classification

Face Recognition with

Disguise Variations
Database Used

2002 Martinez et al. [13] No Yes AR

2004 Ramanathan et al. [4] Yes Yes
National

Geographic, AR

2005 Kim et al. [11] No Yes AR, FERET

2009
Singh et al. [10] No Yes AR, Private DB

Wright et al. [14] No Yes AR, Yale

2010 Yang and Zhang [15] No Yes AR, Yale

2011 Min et al. [12] Yes Yes AR

2013 Dhamecha et al. [8] Yes Yes I2BVSD

2014 Dhamecha et al. [9] Yes Yes ID V1

2017 Singh et al. [16] Yes No
Simple and Complex

Face Disguise DBs

2018 Proposed No Yes DFW, ID V1

tion [3, 17, 18]. Singh et al. [16] employed deep learning

features for disguised face classification. It should be noted

that this paper did not address the problem of verifying dis-

guised faces. However, there is a distinct lack of any study

in the literature which utilizes deep learning based features

for addressing this research challenge. In this paper, we

propose a novel deep learning based framework for enhanc-

ing the performance of automatic face recognition with dis-

guised faces. The key contributions of this paper are:

• Proposing a transfer learning framework, Deep Dis-

guise Recognizer, which employs Inception-Net based

features for verifying faces with disguise variations.

• Utilizing center loss for training which embeds fea-

tures of the same class as close as possible. Thus, an

individual having images consisting of disguise varia-

tions are clustered together.

• Evaluating the performance of the proposed frame-

work on two disguise databases to demonstrate its

state-of-the-art accuracy on the challenging databases.

2. Proposed Deep Disguise Recognizer Frame-

work

Figure 2 showcases the proposed Deep Disguise

Recognizer (DDR) framework for verifying faces with dis-

guise variations. The proposed framework utilizes Incep-

tion Residual Network [19] for learning facial features. The

details of the proposed DDR framework are described be-

low.

2.1. InceptionResNet model

He et al. [20] introduced residual connections in deep

networks which use additive merging of signals to learn

optimally. Experimental evaluations showed their efficacy

in different deep learning architectures and ability to train

faster [19]. Inception-ResNet models have demonstrated

superior performance in face recognition with triplet loss

[18], automatic speech recognition [21], and even finger-

print minutia extraction [22].

As shown in Figure 2, Inception-ResNet network con-

sists of the following six blocks followed by an average

pooling layer alongside a bottleneck layer:

• Stem: Consists of three convolutional layers, followed

by a max pooling layer, 1 × 1 convolutional layer and

two convolutional layers

• Inception-ResNet-A: Consists of several 3 × 3 convo-

lution layers (shown in Figure 3)

• Reduction-A: Uses 1× 1 convolutions for dimension-

ality reduction

• Inception-ResNet-B: Branch consists of 7×1 and 1×7
convolutions
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Figure 2: Flowchart of the proposed Deep Disguise Recognizer (DDR) showcasing the Inception-ResNet training and Deep

Disguise Recognizer training steps.
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Figure 3: Diagrammatic representation of Inception-

ResNet-A module of Inception-ResNet network.

• Reduction-B: Uses 1 × 1 convolutions for dimension-

ality reduction

• Inception-ResNet-C: Branch consists of 3×1 and 1×3
convolutions

Each of the Inception-ResNet blocks is repeatedly used

to learn features deeply. As illustrated in Inception-ResNet

training block of Figure 2, Inception-ResNet-A module

is used 5 times, while Inception-ResNet-B and Inception-

ResNet-C modules are used 10 and 5 times respectively.

Softmax loss is utilized to predict the identity of the input

face image.

2.2. Center Loss

Center loss (Lc) learns an embedding where the features

of every class are closer to their corresponding class center

[23]. It is defined as

Lc =
1

2

m∑

i=1

‖ xi − cyi
‖2
2

(1)

where xi represents a sample feature vector and cyi
de-

notes the yith class center of the deep features. In every

iteration, centers are computed by averaging the features of

corresponding classes in a mini-batch. The total loss of the

model in practice is a sum of the cross-entropy softmax loss

and weighted center loss.

2.3. Proposed Deep Disguise Recognizer

Torrey and Shavlik [24] suggest transfer learning is

highly beneficial when the initial skill demonstrated on the
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source model is high and can be leveraged for the target

task. Thus, in the proposed Deep Disguise Recognizer

(DDR) framework, a transfer learning approach is utilized

for learning disguise invariant facial features.

For this, an Inception-ResNet model is trained using cen-

ter loss on large public face databases for face recognition.

The model embeds different centers for every individual

identity using center loss. This trained Inception-ResNet

model is able to accurately learn face representation of an

input face image. Next, the trained model is used for induc-

tive transfer learning for disguise invariant face verification.

The idea here is to minimize the distance between the vari-

ous disguises of an individual to their center identity feature

vector. The last layer of the pre-trained source model is re-

moved and the model is re-trained by adding a new softmax

layer based on the total number of identities in the training

partition of the disguise database.

Once the DDR framework is finetuned using the training

set of the disguised faces database, the similarity score be-

tween a pair of input face images is computed as follows.

First, each input image is preprocessed and then passed to

the trained DDR framework which extracts the feature rep-

resentations for the images (F1 and F2) from the fully con-

nected layer. Next, the similarity between the two feature

vectors (F1 and F2) is calculated using cosine-similarity

score:

cos(F1, F2) =
F1 · F2

||F1|| · ||F2||
(2)

3. Databases

For experimental evaluation, the following two databases

are selected which contain face disguise variations:

• Disguised Faces in the Wild (DFW) [25]: The recently

released DFW dataset consists of images from 1000

subjects and with a total of 11,155 face images. The

images in the database have been collected from the

Internet and hence, contain real-world variations as

shown in Figure 4. The folder of each subject in the

database contains face images of the subject with no

disguise, with a disguise as well as some images of a

similar appearing impersonator. The face image with

disguise variations increase the intra-class variations

while the impersonator images decrease the inter-class

variations, hence, increasing the challenging nature of

the problem.

• IIIT-Delhi Disguise Version 1 Face (ID V1) [9, 8]:

Dhamecha et al. [9, 8] introduced the ID V1 database

consists of 6,81 visible spectrum images of 75 sub-

jects. The number of images per subject varies from 6

to 10. The database contains examples of various dis-

guises such as mustache, sunglasses, hat, and masks.

Sample images from ID V1 are shown in Figure 5.

Subject
Subject with 

Disguise
Impersonator

Figure 4: Sample images of subjects from the DFW

database [25] along with face images with disguise varia-

tions and impersonators.

Subject Subject with Disguises

Figure 5: Samples from ID V1 database [9] illustrating the

diverse variations in facial disguises.
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4. Experimental Evaluation

In this section, we present the experimental protocols

followed for training the proposed DDR framework on the

two above described disguised face databases.

4.1. Training InceptionResNet models

Two different large-scale face databases are used to train

the Inception-ResNet model for face recognition:

• MS-Celeb [26]: Consists of over 10 million images

comprising of 100,000 identities. The proposed DDR

framework where Inception-ResNet is trained using

MS-Celeb is termed as DDR-MSCeleb.

• VGG2 [27]: Consists of over 3 million images cor-

responding to 9,131 identities and has both pose and

age variations. The proposed DDR framework where

Inception-ResNet is trained using VGG2 database is

referred to as DDR-VGG2.

In the proposed DDR framework, firstly, the images are

aligned using multi-task cascaded convolutional neural net-

work [28] and are resized to 160 × 160 size. The models

are trained using RMS-Prop optimizers for 90 epochs and

the best model based on validation data is saved. The di-

mensionality of the extracted face representations is 128.

4.2. Transfer Learning for Deep Disguise Recog
nizer

For DFW database, images from 400 subjects comprise

the training set and 600 subjects comprise the testing set.

For ID V1 database, images from 35 subjects form the

training set while the images from the remaining 40 sub-

jects are used for testing purposes. The training data from

these databases are separately used for employing the trans-

fer learning of the proposed deep disguise recognizer. We

utilize the previously available coordinates to extract face

images for the DFW Database. The DDR-MSCeleb and

DDR-VGG2 are retrained using the training partitions of

the disguise face databases. The training partition of DFW

consists of 3,386 images but only the genuine face pairs are

utilized for finetuning the Inception-ResNet model.

5. Experimental Results

In the next section, we present the experimental results

for face verification on the two disguise face databases:

DFW and IDV1. The Receiver Operating Characteristic

(ROC) curves of the two databases are shown in Figure 6.

5.1. Results on DFW Database

The testing partition of the DFW database contains 7771

face images, forming more than 18 million face pairs. The

performance of the proposed DDR framework on DFW

(a) Disguised Faces in the Wild (DFW) Database [25]

(b) IIIT-Delhi Disguise Version 1 Face (ID V1) Database [9]

Figure 6: ROC curves illustrating the face verification

performance of the proposed Deep Disguise Recognizer

(DDR) framework on disguised faces databases.

database is shown in Figure 6a and Table 2. For comparison

purposes, performance of pre-trained VGG [3] network on

the DFW database is also shown.

The best performing DDR framework, i.e. DDR-

MSCeleb, achieves 49.08%, 71.43%, and 90.36% face ver-

ification accuracy when false accept rate = 0.1%, 1%, and

10% respectively. It is observed that the proposed DDR-

MSCeleb consistently outperforms the proposed DDR-

VGG2 framework for different false positive rate values.

It exceeds the verification accuracy of DDR-VGG2 by

16.24%, 14.37%, and 6.59% when false accept rate = 0.1%,

1%, and 10% respectively.

The superior performance of the proposed DDR-
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Table 2: Genuine Accept Rate (%) for the face verification

experiment on the DFW database [25].

Algorithm
Verification Accuracy @ FAR

0.1% 1% 10%

VGG [3] 20.51 42.50 75.54

DDR-VGG2 32.84 57.06 83.77

DDR-MSCeleb 49.08 71.43 90.36

Table 3: Genuine Accept Rate (%) for the face verification

experiment on the ID V1 Database [9]. * represents results

reported from [9].

Algorithm
Verification Accuracy @ FAR

0.1% 1% 10%

SRC [14]∗ 5.6 15.5 37.7

Anavrta [9]∗ 7.4 16.6 38.1

VGG [3] 14.8 24.7 45.7

DDR-VGG2 15.2 28.7 55.6

DDR-MSCeleb 22.4 38.9 66.9

MSCeleb framework as compared to the proposed DDR-

VGG2 can be attributed to a larger number of training face

images as well as identities in MSCeleb database. The

higher number of images with diverse real-world variations

allows the DDR-MSCeleb to learn disguise invariant face

representations. Some sample image pairs from the DFW

database and their predicted similarity scores by the pro-

posed DDR-MSCeleb framework are shown in Figure 7.

5.2. Results on ID V1 Database

The testing partition of the ID V1 database contains

31,800 face pairs. The face verification performance of the

proposed DDR framework on IIIT-Delhi Disguise Version

1 (ID V1) face database is shown in Figure 6b and Table 3.

The performance of state-of-the-art, Anavrta [9], VGG net-

work [3], and Sparse Representation Classifier (SRC) [14]

is also reported.

It is observed that the proposed DDR-MSCeleb frame-

work for verifying faces with disguise variations outper-

forms the other approaches. It outperforms the current

state-of-the-art, Anavrta [9], by 15%, 22.3%, and 28.8% for

false accept rate = 0.1%, 1%, and 10% respectively. Also,

both the versions of the proposed DDR framework (DDR-

MSCeleb and DDR-VGG2) demonstrate higher face verifi-

cation than the popular VGG [3] model. This demonstrates

the superior efficacy of the proposed DDR framework for

recognizing disguised faces.

True Label: Imposter

DDR Similarity Score: 0.45 

True Label: Genuine

DDR Similarity Score: 0.62 

True Label: Genuine

DDR Similarity Score: 0.73 

True Label: Imposter

DDR Similarity Score: 0.21 

Figure 7: Sample face pairs from the DFW database [25]

and the corresponding similarity score predicted by the pro-

posed DDR-MSCeleb framework.

5.3. Genderbased Analysis

Next, the genuine scores produced by DDR-MSCeleb

are analyzed based on the gender of the subject. The box

plot shown in Figure 8a displays the similarity scores for

male and female subjects in the ID V1 database. It is seen

that the median genuine similarity score of female subjects

is higher as compared to male subjects on this database.

One of the reasons for this could be the limited number of
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(a) IIIT-Delhi Disguise Version 1 Face (ID V1) Database [9]

(b) Disguised Faces in the Wild (DFW) Database [25]

Figure 8: Boxplots depicting genuine similarity score dis-

tribution by the proposed DDR-MSCeleb framework based

on the genders. Median genuine similarity score by DDR-

MSCeleb for male subjects is higher as compared to female

subjects on the DFW database.

samples for female subjects as compared to male subjects.

On the larger database, i.e. DFW, an opposite result is ob-

tained as observed in Figure 8b. It is observed that the me-

dian genuine similarity score of male subjects is higher than

female subjects. This might suggest that the proposed DDR

framework may perform better in verifying male disguised

faces as compared to female disguised faces.

6. Conclusion

In this paper, we proposed a novel deep learning based

framework for recognizing faces with disguise variations.

The proposed Deep Disguise Recognizer (DDR) involves

a two-step training process: (1) training deep Inception-

ResNet network using a large-scale face database for learn-

ing face representations and (2) transferring the trained

Inception-ResNet model using disguised faces to encode

representation which mitigates the effect of facial disguises.

Experimental evaluation of the proposed DDR framework

trained using MSCeleb face database reveals its superior

performance on two disguised face databases: Disguised

Faces in the Wild database and IIIT-Delhi Disguise Ver-

sion 1 Face database. We also analyzed the performance

of the proposed DDR framework based on the gender of

the subject and observe that the DDR-MSCeleb framework

currently shows better results for genuine male subjects as

compared to genuine female subjects.
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