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Abstract

Single image super-resolution (SR) have recently shown

great performance thanks to the advances in deep learn-

ing. In the middle of the deep networks for SR, a part

that increases image resolution is required, for which a sub-

pixel convolution layer is known as an efficient way. How-

ever, we argue that the method has room for improvement,

and propose an enhanced upscaling module (EUM), which

achieves improvement by utilizing nonlinear operations and

skip connections. Employing our proposed EUM, we pro-

pose a novel deep residual network for SR, called EUSR.

Our proposed EUSR was ranked in the 9th place among

24 teams in terms of SSIM in track 1 of the NTIRE 2018

SR Challenge [25]. In addition, we experimentally show

that EUSR has comparable performance on ×2 and ×4 SR

for four benchmark datasets to the state-of-the-art methods,

and outperforms them on a large scaling factor (×8).

1. Introduction

Single image super-resolution (SR) is a fundamental

computer vision problem, which refers to the process of

obtaining a high-resolution (HR) image from a single low-

resolution (LR) image. It is applicable to various situations

where high-frequency components of images are required,

including satellite and aerial imaging [24, 29], face recog-

nition [31], medical imaging [19], and 4K-HDTV [5]. It is

an ill-posed problem because it is possible to get multiple

HR images from a single LR image. To deal with this prob-

lem, various conventional SR methods have been proposed

based on signal processing including the methods exploit-

ing internal information of LR images [4, 9] or information

of external pairs of LR and HR images [28, 30, 1, 27].

In recent years, since the first application of convolu-

tional neural network (CNN) to SR, called SRCNN [2], var-

ious deep learning-based SR methods that exceed the per-

formance of the classical ones have been proposed [2, 3,

11, 12, 20, 16, 22, 14, 15, 26, 17, 6]. The deep networks

for SR typically consist of two parts as illustrated in Fig. 1:

1) feature extraction part, and 2) upscaling part. The deep

learning-based SR methods can be categorized into three

groups according to the characteristics of the upscaling part:

• Pre-upscaling [2, 11, 12, 22, 23]: The input LR im-

ages are super-resolved by using bicubic interpolation

before entering the networks, i.e., they are blurred im-

ages having the same resolution of the target HR im-

ages. As the input images pass through the networks,

details with high-frequency components are restored.

Since this upscaling method is not end-to-end learn-

ing but relies on hand-crafted interpolation, the perfor-

mance may be limited. In addition, since the resolution

of the input images is increased, it has a disadvantage

in terms of computational complexity of the networks.

• Post-upscaling [3, 20, 16, 17, 26]: The input LR

images are fed into the networks without changing

their resolution, and the upscaling part is located

at the end of the networks. Compared to the pre-

upscaling method, this method utilizes end-to-end

learning, which gives the possibility to go beyond the

conventional hand-crafted interpolation methods. It

also overcomes the disadvantage of the pre-upscaling

method in terms of computational complexity.

• Progressive upscaling [15, 14]: While the above two

methods increase the image resolution instantaneously,

the progressive upscaling method gradually increases

the resolution through the networks where the layers

for feature extraction and upscaling are interleaved.

Therefore, previous researches have been conducted by

changing the position of the upscaling part rather than im-

proving the upscaling method itself. In this work, we focus

on designing a new upscaling method.

In learning-based upscaling methods, transposed con-

volution layers [3] and sub-pixel convolution layers [20]

are widely used. Since the latter uses more trainable pa-

rameters than the former for the same computational com-

plexity [21], it has higher representation power. However,

we address three issues regarding the method as follows.

First, although it has a relatively good representation ca-

pability, there can be restrictions on nonlinear representa-

tion because it relies solely on linear kernels. Second, skip
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connection is not used, which is used in most feature ex-

traction parts thanks to its superiority for performance en-

hancement. Third, the upscaling part has relatively simple

structure compared with the feature extraction part. For ex-

ample, while Lim et al. [17] employs 66 convolution layers

for the feature extraction part, only one convolution layer is

used in the upscaling part (×2).

In order to resolve these issues, we propose a novel non-

linear upscaling module, called enhanced upscaling module

(EUM). The proposed EUM utilizes residual learning and

multi-path concatenation, which are described in detail in

Section 3. Experimental results show that a network with

EUM has better performance in terms of peak signal-to-

noise ratio (PSNR) and structural similarity (SSIM), com-

pared to one with sub-pixel convolution layers. By utiliz-

ing the EUM with a deep residual network and multi-scale

learning [17], we propose a novel deep network for SR

(EUSR).

Our proposed EUSR was ranked in the 9th place among

24 teams in terms of SSIM in track 1 of the NTIRE 2018

SR Challenge [25]. In addition, experimental results show

that the proposed method outperforms state-of-the-art deep

learning-based SR (×8) methods on benchmark datasets.

2. Related works

2.1. CNN architectures for SR

Similarly to the superior performance of CNN in other

computer vision fields, CNN-based SR methods also have

shown higher performance compared with conventional

methods [4, 9, 28, 30, 1, 27]. They can be divided into four

categories according to the characteristics of the employed

CNN structures.

First, an early attempt, i.e., SRCNN, employs a very sim-

ple structure of CNN, which consists of only three convolu-

tion layers. Even with the simple structure, it outperforms

other hand-crafted methods.

Second, ResNet [7], the CNN structure that enables over-

whelming performance improvement in various computer

vision problems including image classification, is popu-

larly employed [11, 12, 16, 17, 22, 23, 14]. The struc-

ture contributes to make it possible to design CNNs with

deeper structures. As deeper CNNs can exploit more con-

textual information of images with larger receptive fields,

the ResNet-based SR methods achieve higher reconstruc-

tion quality compared with SRCNN. In VDSR [11], 20

convolution layers are used with global skip connection.

To overcome the slow convergence rate due to its compli-

cated structure, the learning rate is set high. The network

also uses gradient clipping to make training phase stable.

By applying several techniques including batch normaliza-

tion [10] and post-upscaling with the sub-pixel convolu-

tion layers, Ledig et al. [16] propose a deeper and supe-

rior ResNet-based SR method than VDSR. In particular,

global skip connection as well as local ones are used to

ensure stable training. Lim et al. [17] experimentally in-

vestigate the optimal ResNet structure for SR and conse-

quently some unnecessary parts including batch normaliza-

tion are eliminated. Utilizing the obtained optimized struc-

ture, they propose two networks: EDSR and MDSR, which

show the state-of-the-art reconstruction image quality. Es-

pecially, MDSR exploits multi-scale information simulta-

neously, which enables lower complexity while maintain-

ing comparable performance when compared with EDSR.

In addition to the above, most recent approaches utilize the

ResNet architecture to ensure high performance.

In addition to the deep CNNs for SR based on ResNet,

Tong et al. [26] first employ the structure of DenseNet [8]

for SR, called SRDenseNet. While ResNet aggregates

features via addition operations, this structure combines

features via concatenation, which allows features to pass

through to the subsequent layers without modification.

While the methods mentioned above focus on perfor-

mance in terms of PSNR and SSIM, there also exist deep

CNNs that consider both reconstruction quality and com-

plexity of the networks [12, 22]. To solve the problem that

deep CNNs are too complex to be applied in practice, they

use recursive structures and skip connections at the same

time, which effectively maintains performance while reduc-

ing the number of trainable parameters.

2.2. Sub­pixel convolution layer for SR

The sub-pixel convolution layer is first introduced

in [20], which is an upscaling method conducted in the LR

space. It consists of two sequential operations, i.e., one con-

volution layer and one periodic shuffling operator. First,

the convolution layer extracts r2C feature maps having a

size of H ×W , where H , W , and C are the height, width,

and number of channels of the LR image and r is the tar-

get scaling factor. After the convolution layer, the periodic

shuffling operator rearranges the feature maps into the final

HR image having a size of rH × rW × C.

In EDSR and MDSR, the sub-pixel convolution layer

is applied slightly differently from the originally proposed

method. The red box in Fig. 1 shows its structure. While

the original method yields the final HR image as a result, the

sub-pixel convolution layer in both networks outputs super-

resolved feature maps, which are reconstructed into the fi-

nal HR image through one additional convolution layer (the

last blue box in Fig. 1). For example, if the size of the input

fed into the sub-pixel convolution layer is H ×W × F , the

sub-pixel convolutional layer yields F feature maps hav-

ing a size of rH × rW . From this, the additional convo-

lution layer extracts the final HR image having a size of

rH × rW × C.
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Figure 1: Overall architecture of our baseline. Each rectangular parallelepiped represents feature maps obtained at the

corresponding location.

Figure 2: Structure of our proposed EUM to replace the upscaling module (red box) in Fig. 1. Each rectangular parallelepiped

represents feature maps obtained at the corresponding location.

3. Proposed methods

In this paper, there are two newly named modules to de-

scribe deep networks for SR:

• Residual module: The navy box in Fig. 1 shows its

structure. It consists of several local residual blocks,

one convolution layer, and global skip connection. The

configuration of the residual module depends on the

number of local residual blocks.

• Upscaling module: Its structure is shown as the red

box in Fig. 1. It corresponds to a sub-pixel convolution

layer that doubles the resolution.

3.1. Enhanced upscaling module

Regarding the three issues mentioned in the introduction,

we pose the following questions related to the upscaling

modules:

• Does adding nonlinear operations to the upscaling

module help to improve performance?

• Is the skip connection applicable and effective to the

upscaling module as in feature extraction?

• Is it helpful to allocate more trainable parameters to

the upscaling module?

Inspired by the above questions, we present a novel EUM

and experimentally verify its effectiveness, where the exper-

iments are conducted with the baseline (single-scale) used

in [17] and the target scaling factor is set to four (in each of

the horizontal and vertical axes). Fig. 1 shows the architec-

ture of the baseline. It can be divided into four parts: 1) the

first convolution layer that extracts feature maps from input

RGB images, 2) a residual module that has 16 local resid-

ual blocks, 3) two upscaling modules, and 4) the last con-

volution layer that converts feature maps into output RGB

images.

The proposed EUM is illustrated in Fig. 2. There are

some differences between the original upscaling module

(the red box in Fig. 1) and our proposed EUM. First, it re-

places the complex convolution layer (the blue rectangle in

the upscaling module) by concatenating the outputs of four

consecutive modules (the orange, yellow, green, and blue

rectangular parallelepipeds in Fig. 2). While the complex

convolution layer in the original upscaling module produces

four times as many feature maps as its input, each of the

four modules in EUM produces the same number of fea-

ture maps as its input. Therefore, a global skip connection

can be included in each module, which makes it a “resid-

ual” module. In addition, since a residual module, which

includes at least one ReLU activation function, is utilized
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Figure 3: Overall architecture of our proposed EUSR. For tracks 2, 3, and 4 of the NTIRE 2018 SR Challenge [25], the input

images are replaced by the dashed box at the top right. The target scaling factors are unified to four, and the data of the

different tracks is fed into each path (×2, ×4, and ×8).

as each module, it is possible to perform nonlinear compu-

tation. After the concatenation of multi-path feature maps, a

periodic shuffling operation (the purple rectangle in Fig. 2)

proceeds as in the original architecture. The characteristics

of the proposed EUM are summarized as follows:

• It is a module that doubles the resolution, consisting of

four residual modules having the same structure and

one periodic shuffling operator. As the input to the

periodic shuffling operator, a concatenation of outputs

from the four residual modules is used.

• Its configuration varies with the number of local resid-

ual blocks in each residual module.

• It can take advantages of skip connection and nonlinear

operations thanks to the use of residual modules.

We experimentally show that the EUM helps improve

SR performance on four different datasets. In addition, we

also measure the performance change according to the rel-

ative amounts of parameters of the feature extraction part

and the upscaling part in order to show the importance of

the upscaling part. The experimental results are described

in Section 4.

3.2. Proposed network architecture

The overall architecture of our proposed EUSR is illus-

trated in Fig. 3. Previous studies [11, 17] have shown that

SR for different scales are related to each other, and there-

fore training multiple scales together is effective in terms

of both reconstruction quality and network complexity. In-

spired by this, we also use the multi-scale learning strategy

using three different scales (×2, ×4, and ×8). While our

network is based on the structure of MDSR, we use fewer

local residual blocks in the residual module (80 vs. 48) of

the feature extraction part and use the proposed EUM in the

upscaling part. Each residual module used in each EUM

has two local residual blocks.

For tracks 2, 3, and 4 in the NTIRE 2018 SR Chal-

lege [25], there are a few additions. First, we use three

additional feature maps as input, which are obtained by a

residual module having three local residual blocks. By do-

ing so, we try to measure the degradation information of

input images. Second, we use more local residual blocks

(64 instead of 48) in the residual module for the feature ex-

traction part.

4. Experiments

4.1. Datasets

We use the DIV2K dataset [25], which consists of 1000

2K resolution RGB images. LR training images are pro-

vided in different ways for each track of the NTIRE 2018

SR Challenge [25]. For track 1, 800 LR images (×8) down-

scaled by using bicubic interpolation are provided to par-

ticipants. To exploit the multi-scale learning strategy, we

also use 800 LR images (×2) and 800 LR images (×4).

For tracks 2 and 3, 800 LR images (×4) are provided, re-

spectively. The degree of degradation is different: mild and

difficult for each track, respectively. The same degradation

process is applied in all the images of each track. 3200 LR

images (×4) are provided in track 4, where unlike the other

tracks, the degradation process varies from one image to an-

other.

While the original 800 HR images are used as HR train-

ing images in track 1, data pre-processing is required in

other tracks because there is a problem that LR images and

HR images are not aligned correctly due to non-bicubic

downscaling methods. We match the corresponding LR
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and HR pairs using the following ways: 1) We convert the

LR and their corresponding bicubic-downscaled LR images

from RGB to grayscale. 2) The center of the LR images is

cropped except for 40 pixels from each edge. 3) We mea-

sure the normalized cross-correlation between the cropped

LR images and the corresponding bicubic-downscaled LR

images. 4) The regions of the bicubic-downscaled LR im-

ages that have the highest correlation with the cropped LR

images are detected, and only the corresponding regions are

cropped from the HR images. 5) The cropped LR and HR

image pairs are used for training.

For testing, we evaluate performance of our networks on

four datasets widely used for SR benchmark1: Set5 [1],

Set14 [30], BSD100 [18], and Urban100 [9]. Set5 and

Set14 consist of 5 and 14 images, respectively. The

BSD100 consists of 100 natural images taken from the

Berkeley segmentation dataset [18], which is created for re-

search on image segmentation and boundary detection. Ur-

ban100 includes 100 challenging images with indoor, ur-

ban, architectural scenes, etc., which rarely appear in other

datasets.

4.2. Implementation Details

In each mini-batch, we feed 16 randomly cropped 32×32

patches from LR images into our networks. Before being

fed into the networks, the patches are transformed through

random rotation by three angles (90◦, 180◦, and 270◦) or

random horizontal flips. The process has the effect of aug-

menting the data by eight times. It is noted that the process

is applied only to track 1. Each patch is normalized by sub-

tracting the mean value of all training images for each RGB

channel. For track 1, the target scaling factor is randomly

selected among three different scales (×2, ×4, and ×8). For

the other three tracks, the target degradation method is ran-

domly selected among three different methods (mild, diffi-

cult, and wild).

In all convolution layers except the first two local resid-

ual blocks, the size of filters is set to 3×3. For the two

blocks, 5×5 filters are used. The convolution layers that

are used to make the input for the three tracks (the dashed

box in Fig. 3) and final HR images produce three feature

maps, and all the remaining convolution layers generate 64

feature maps. We use the L1 loss function and the Adam

optimizer [13] with β1 = 0.9, β2 = 0.999, and ǫ = 10−8

for training. The initial learning rate is set to 10−4, which

falls in half every 2 × 105 mini-batch updates. All net-

works for analyzing EUM (Section 4.3) are trained with 103

mini-batch updates. The two final networks, one for track

1 and the other for the other tracks, are trained with 106

mini-batch updates for track 1 and others, respectively. We

implement the networks using the Tensorflow framework.

1To improve performance, we used the DIV2K validation images dur-

ing training, so DIV2K is excluded from the evaluation.

Dataset baseline baseline with EUM

Set5 32.07 / 0.892 32.06 / 0.893

Set14 28.37 / 0.776 28.39 / 0.777

BSD100 27.52 / 0.734 27.54 / 0.735

Urban100 25.91 / 0.780 25.99 / 0.783

Table 1: Performance of our proposed EUM in terms of

PSNR/SSIM. Both networks have about 1518K parameters.

The red color indicates the better one.

Dataset F16U1 F8U2

Set5 32.14 / 0.894 32.17 / 0.894

Set14 28.42 / 0.778 28.44 / 0.779

BSD100 27.56 / 0.735 27.57 / 0.736

Urban100 26.07 / 0.786 26.09 / 0.786

Table 2: Comparison of F16U1 and F8U2 in terms of

PSNR/SSIM. Both networks have about 2108K parameters.

The red color indicates the better one.

It roughly takes 4 days with NVIDIA GeForce GTX 1080

GPU to train each final network.

4.3. Analysis

Effectiveness of EUM. To demonstrate the effectiveness

of the proposed EUM, we replace the upscaling module,

i.e., sub-pixel convolution layer, in the baseline with EUM

while the feature extraction part remains the same structure.

For fair comparison, each residual module in each EUM

uses only one local residual block with bottleneck structure

to maintain a similar number of parameters. Table 1 shows

that the baseline with EUM outperforms the original base-

line on the four different datasets.

Importance of upscaling part. We construct two net-

works to demonstrate the importance of the upscaling part.

Both networks employ two EUMs (i.e, ×4 SR) and have the

same number of parameters. They are distinguished by the

configuration of the residual modules in the feature extrac-

tion part and upscaling part:

• F16U1: Its feature extraction part is the same as the

baseline, where the residual module (the navy box in

Fig. 1) has 16 local residual blocks. Each residual

module of the upscaling part (the navy box in Fig. 2)

has one local residual block.

• F8U2: Compared to F16U1, while the residual mod-

ule of the feature extraction part has less local residual

blocks (8 instead of 16), each residual module of the

upscaling part has more local residual blocks (2 instead
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of 1).2

Table 2 shows that F8U2 achieves better performance for all

datasets, which confirms that a certain level of complexity

is required in the upscaling part.

4.4. Comparison with state­of­the­art methods

To evaluate the performance of our proposed network

(EUSR), we use five state-of-the-art SR methods: SR-

CNN [2], VDSR [11], MS LapSRN [15], EDSR [17], and

D-DBPN [6].

Parameter efficiency. Fig. 4 shows the parameter ef-

ficiency of EUSR on Set14 and BSD100. Among the six

networks, EDSR, D DBPN, and EUSR show higher PSNR

values than the others. In particular, EUSR records the sec-

ond best performance in Set14 and the best performance in

BSD100. It should be noted that EUSR achieves this per-

formance with only about 20% and 40% of parameters of

EDSR and D-DBPN, respectively.

Performance comparsion. We use PSNR and SSIM

to quantitatively evaluate EUSR. For fair comparison, we

measure the performance in the same way to that used in

the other methods: 1) All images are converted to YCbCr

channels and evaluated using only the Y channel. 2) All im-

ages are cropped by the same amount of pixels, i.e., target

scaling factor, from the boundary before evaluation.

We provide the quantitative evaluation result of our

EUSR in Table 3. In addition, we present the result of

EUSR+, which uses the geometric self-ensemble [17] in the

testing process, in the last column of Table 3. EUSR is su-

perior to the state-of-the-art methods for all datasets and all

scales except for EDSR and D-DBPN. The three networks

have comparable performance, but each shows strength in

different aspects. For ×2 and ×4 SR, EDSR exhibits rel-

ative superiority in all datasets. Note that D-DBPN and

EUSR have similar performance, but EUSR is more effec-

tive in more difficult datasets (BSD100 and Urban100). For

example, for ×4 SR, EUSR has lower PSNRs (−0.01dB

and −0.16dB) in Set5 and Set14 than D-DBPN, while it

has higher PSNRs (+0.02dB and +0.15dB) in BSD100 and

Urban100. D-DBPN and EUSR show particularly good per-

formance on ×8 SR compared to the others. As in the other

scales, it is worth noting that the proposed EUSR is partic-

ularly effective on difficult datasets. In addition, EUSR+

shows overall performance improvement over EUSR.

We also provide the qualitative evaluation results of ×8

SR in Fig. 5. One test image is selected from each of the

four datasets. It can be observed that EUSR successfully

2Further increasing the number of local residual blocks in each resid-

ual module of the upscaling part (i.e., making U3) is not possible while

the total number of parameters is maintained, because in that case all the

parameters are spent in the upscaling part and the feature extraction part is

vanished.

(a) Set14

(b) BSD100

Figure 4: PSNR (dB) vs. number of parameter (K) for ×8

SR.

restores HR images compared to the other methods. As con-

firmed by the quantitative comparisons, EUSR shows better

performance, especially in more difficult cases. For exam-

ple, when the results of D-DBPN and EUSR in the third and

last rows are compared, D-DBPN reconstructs a pattern that

is different from the ground truth images, or a pattern that

does not exist, whereas the results of EUSR are close to the

patterns in the ground truth.

5. Conclusion

In this paper, we proposed an enhanced upscaling mod-

ule (EUM), which can handle nonlinear operations and ex-

ploit skip connections. We experimentally showed that our

proposed EUM is more efficient than the existing method,

sub-pixel convolution layer.

Furthermore, we proposed a novel deep residual net-

work with EUM (EUSR). By utilizing EUM and multi-scale

learning, it uses parameters more efficiently and also shows

comparable performance on benchmark datasets compared

to the state-of-the-art methods (EDSR and D-DBPN). In

918



Dataset Scale Bicubic SRCNN [2] VDSR [11] MS LapSRN [15] EDSR [17] D-DBPN [6] EUSR EUSR+

×2 33.65 / 0.930 36.65 / 0.954 37.53 / 0.958 37.78 / 0.960 38.11 / 0.960 38.05 / 0.960 37.98 / 0.960 38.08 / 0.960

Set5 ×4 28.42 / 0.810 30.49 / 0.862 31.35 / 0.882 31.74 / 0.889 32.46 / 0.897 32.40 / 0.897 32.39 / 0.897 32.51 / 0.898

×8 24.39 / 0.657 25.33 / 0.689 25.72 / 0.711 26.34 / 0.753 26.97 / 0.775 27.25 / 0.785 27.20 / 0.785 27.29 / 0.788

×2 30.34 / 0.870 32.29 / 0.903 32.97 / 0.913 33.28 / 0.915 33.92 / 0.919 33.79 / 0.919 33.53 / 0.916 33.64 / 0.917

Set14 ×4 26.10 / 0.704 27.61 / 0.754 28.03 / 0.770 28.26 / 0.774 28.80 / 0.788 28.75 / 0.785 28.59 / 0.783 28.70 / 0.784

×8 23.19 / 0.568 23.85 / 0.593 24.21 / 0.609 24.57 / 0.629 24.94 / 0.640 25.14 / 0.649 25.05 / 0.644 25.13 / 0.646

×2 29.56 / 0.844 31.36 / 0.888 31.90 / 0.896 32.05 / 0.898 32.32 / 0.901 32.25 / 0.900 32.24 / 0.900 32.30 / 0.901

BSD100 ×4 25.96 / 0.669 26.91 / 0.712 27.29 / 0.726 27.43 / 0.731 27.71 / 0.742 27.67 / 0.738 27.69 / 0.739 27.74 / 0.741

×8 23.67 / 0.547 24.13 / 0.565 24.37 / 0.576 24.65 / 0.592 24.80 / 0.596 24.91 / 0.602 24.92 / 0.601 24.96 / 0.603

×2 26.88 / 0.841 29.52 / 0.895 30.77 / 0.914 31.15 / 0.919 32.93 / 0.935 32.51 / 0.932 32.54 / 0.932 32.74 / 0.933

Urban100 ×4 23.15 / 0.659 24.53 / 0.724 25.18 / 0.753 25.51 / 0.768 26.64 / 0.803 26.38 / 0.793 26.53 / 0.799 26.68 / 0.802

×8 20.74 / 0.516 21.29 / 0.543 21.54 / 0.560 22.06 / 0.598 22.47 / 0.620 22.72 / 0.630 22.73 / 0.633 22.89 / 0.637

Table 3: Quantitative evaluation results in terms of PSNR/SSIM. Red and blue colors indicate the best and second best

methods, respectively, except for EUSR+.

HR [1] SRCNN [2] VDSR [11] MS LapSRN [15] D-DBPN [6] EUSR

HR [30] SRCNN [2] VDSR [11] MS LapSRN [15] D-DBPN [6] EUSR

HR [18] SRCNN [2] VDSR [11] MS LapSRN [15] D-DBPN [6] EUSR

HR [9] SRCNN [2] VDSR [11] MS LapSRN [15] D-DBPN [6] EUSR

Figure 5: Qualitative evaluation results of the five methods on ×8 SR. From the top: butterfly.png from Set5, ppt3.png from

Set14, 302008.png from BSD100, and img 087.png from Urban100.
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particular, it has the advantage of solving more difficult SR

problems better compared with the other methods.
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