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Abstract

Scene parsing aims to assign a class (semantic) label

for each pixel in an image. It is a comprehensive anal-

ysis of an image. Given the rise of autonomous driving,

pixel-accurate environmental perception is expected to be a

key enabling technical piece. However, providing a large

scale dataset for the design and evaluation of scene pars-

ing algorithms, in particular for outdoor scenes, has been

difficult. The per-pixel labelling process is prohibitively ex-

pensive, limiting the scale of existing ones. In this paper,

we present a large-scale open dataset, ApolloScape, that

consists of RGB videos and corresponding dense 3D point

clouds. Comparing with existing datasets, our dataset has

the following unique properties. The first is its scale, our

initial release contains over 140K images – each with its

per-pixel semantic mask, up to 1M is scheduled. The second

is its complexity. Captured in various traffic conditions, the

number of moving objects averages from tens to over one

hundred (Figure 1). And the third is the 3D attribute, each

image is tagged with high-accuracy pose information at cm

accuracy and the static background point cloud has mm rel-

ative accuracy. We are able to label these many images by

an interactive and efficient labelling pipeline that utilizes

the high-quality 3D point cloud. Moreover, our dataset also

contains different lane markings based on the lane colors

and styles. We expect our new dataset can deeply bene-

fit various autonomous driving related applications that in-

clude but not limited to 2D/3D scene understanding, local-

ization, transfer learning, and driving simulation.

1. Introduction

Semantic segmentation, or scene parsing, of urban street

views is one of major research topics in the area of au-

tonomous driving. A number of datasets have been col-

lected in various cities in recent years, aiming to increase

Figure 1. An example of color image (top), 2D semantic label

(middle), and depth map for the static background (bottom).

variability and complexity of urban street views. The

Cambridge-driving Labeled Video database (CamVid) [1]

could be the first dataset with semantic annotated videos.

The size of the dataset is relatively small, which contains

701 manually annotated images with 32 semantic classes

captured from a driving vehicle. The KITTI Vision Bench-

mark Suite [4] collected and labeled a dataset for different

computer vision tasks such as stereo, optical flow, 2D/3D

object detection and tracking. For instance, 7,481 training

and 7,518 test images are annotated by 2D and 3D bound-

ing boxes for the tasks of object detection and object orien-

tation estimation. This dataset contains up to 15 cars and

30 pedestrians in each image. However, pixel-level annota-

tions are only made partially by third parties without quality
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