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Abstract

In this work, we attempt to classify commodities in con-

tainers with HS(harmonized system) codes, which is a chal-

lenging task due to the large number of categories in HS

codes and its hierarchical structure based on a product’s

composition and economic activity. To tackle this problem,

in this paper we propose an ensemble model which incor-

porates fine-grained image categorization, data analysis on

cargo manifests, and human-in-the-loop paradigm. By em-

ploying deep learning, we train a triplet network for fine-

grained image categorization. Then, by investigating mas-

sive information from cargo manifests, unreasonable pre-

dictions can be filtered out. With human-in-the-loop embed-

ded, human intelligence is integrated to justify the resulted

HS codes. Moreover, a HS code semantic tree is built to

trade off specificity and accuracy.

1. Introduction

Globalization creates unprecedented opportunities in

pursuit of economic prosperity. Nevertheless, enormous in-

creases in international trade poses serious challenges to

large container inspection which is exploited by customs

to verify commodity descriptions to ensure goods in com-
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pliance with regulations as well as fence off improper en-

try. Traditionally, inspectors analyze inspection images and

make decisions. This exposes weakness in several respects:

low efficiency, heavy reliance on the experience of inspec-

tors and so forth. Therefore, an intelligent fine-grained clas-

sification for X-ray images in container inspection system is

urgently needed to serve as an assistant tool for inspectors.

Among generic image classifications, fine-grained im-

age classification is more challenging because of the subtle

inter-class variation and large intra-class variation. In recen-

t years, fine-grained image classification has captured in-

tense interest and remarkable progress has been made in this

field. Especially with deep learning methods dominating

image classification tasks, performance on standard dataset,

Caltech-UCSD Birds-200-2011, has increased to 85% with-

out the human-in-the-loop [8]. Besides, the accuracy on

the well-known 102 Oxford flower dataset has raised up to

90% [5].

As to container inspection systems, there are two essen-

tial obstacles to overcome in container inspection tasks.

One obstacle comes from the X-ray imaging process. X-

rays from an accelerator source pass through a container and

the penetrated/remaining X-ray photons are collected by de-

tectors in the other side of the container. The signals formed

by the detectors are further processed to generate an digital

radiographic image used for inspection. Therefore, unlike

visible light images, the X-ray images are mostly obscured
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by overlapped objects along X-ray pathes. Edges of various

goods could be mingled together on the X-ray image and

hardly detectable. Moreover, once goods in the container

are rearranged or X-rays are projected from another per-

spective angle, radiographic images will differ greatly [22].

Second difficulty we are facing lies in the HS (harmo-

nized system [1]) classification that is well-used in customs

declaration. HS comprises 21 sections, 96 chapters and fur-

ther divided into more than 5000 heading and subheadings.

Additionally, due to its organization by component materi-

al and economic activity, commodities with identical ma-

terials may be designated with different HS codes. For in-

stance, fresh potatoes locate in ’07019000’ and frozen ones

in ’07101000’. For a brief introduction to HS code and HS

classification please refer to section 3.4.

Our task can be identified as fine-grained HS classifica-

tion. Namely, we intend to classify traded goods in a con-

tainer with HS codes for customs inspection purpose. To

solve this problem and overcome the difficulties described

above, in this paper, we propose an ensemble model which

is composed of three models. The first model is for image

categorization. By leveraging deep learning, we train the

triplet network to build up a feature dataset. By investigat-

ing the scopes of main product of companies generated from

cargo manifests, a second model is built to provide a prob-

ability describing the likelihood of HS classes for the given

company. Finally, user responses are taken into account to

correct inaccurate prediction. Further, a HS code semantic

tree is built up for balancing specificity and accuracy.

In the next section, we review related work on fine-

grained image classification. We explain our ensemble

model including four parts in detail: image categorization

model, data analysis model, user response model and HS

code semantic tree in the third section. Finally, we demon-

strate our experimental results.

2. Related Works

Fine-grained image classification refers to the problem

of classifying images into subcategories within a com-

mon entry level category. It is an extremely challeng-

ing task due to subtle inter-class variation and large intra-

class variation. Recently, it has drawn a lot of attention

and some standard datasets such as Caltech-UCSD Birds-

200-2011 [20] ,Oxford flowers [12] and butterflies [9] has

been collected to facilitate research. Great efforts have

been devoted in early works on designing the feature ex-

tractors [6, 10] and the overall performance is strongly de-

pendent on these handcrafted features. By employing deep

neural network, manual feature extraction is replaced and

great progress on fine-grained image classification has thus

been made [23, 7, 25, 8]. Among them, a prevailing two-

stage framework is applied to deal with the problem of fine-

grained image classification. With localizing representa-

tive regions, features are extracted to train classifiers sub-

sequently [24, 11].

Additionally, a human-computer method is firstly intro-

duced in [2]. With well pre-designed 20 questions, this

framework provides the possibility of incorporating any

object recognition algorithm with human expertise, which

drives up the accuracy to 95% for the dataset Caltech-UCSD

Birds-200-2011. As an extension of [2], with two heteroge-

neous forms of information as user responses and by apply-

ing localized part and attribute detectors, the total amount of

human effort is further reduced [18]. Later, a novel human-

in-the-loop fine-grained categorization system is develope-

d [19] based on perceptual similarity rather than expert-

driven vocabulary, which reduces reliance on the expert-

defined terminology so that it is flexible to be applied in

other domains. A new image representation called bag-

of-FLHs is built in [5] and a kernel function is then used

for classification to get 92% accuracy on Oxford flowers

dataset.

Considering the special character of our problem, it

would be of little help to employ conventional methods di-

rectly in generic fine-grained image classification to tackle

the problem of HS image classification. HS code of com-

modities are determined by a set of factors including the

material of which goods are composed, its function and its

forms. As a result, even the commodities, who have the i-

dentical composition, may vary in HS codes. This forces us

to resort to other valuable information accompanying with

images. An ensemble model is thus designed to solve our

task.

3. Technical Details

Our ensemble model is based on a probability frame-

work which incorporates fine-grained image classification

with data analysis on cargo manifests and user responses

analysis. More precisely,

p(c|x, I3rd, Ut) ∝ p(c|x)p(c|I3rd)P (c|Ut, x). (1)

Here, x denotes a radiographic cargo image, I3rd covers

the information collected from cargo manifests, Ut includes

a series of user responses, and c stands for the predicted

HS-code. Besides, the function p is a conditional probabil-

ity distribution which characterizes how likely goods in the

container correspond to the predicted HS code with the giv-

en condition. This formula (1) indicates that our ensemble

model combines three models: image categorization model,

data analysis model, and user response model, to produce

convincing results. The terms on the right side correspond

to these three models respectively, which will be further dis-

cussed in section 3.1, 3.2, 3.3.

Moreover, we build a HS code semantic tree to trade off

between accuracy and specificity. Once users consider the
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predicted probability of the 8-digit HS code is lower than

expected, they can trace back level by level and refer to their

parent nodes to obtain a more confident output(as shown

Figure 5). For more details, please refer to section 3.5.

3.1. Image categorization model

At training stages, we aim to build a feature dataset

which contains a list of representative features for each

class. Followed is the fast objection detection algorithm

used at testing stages.

3.1.1 Build a feature dataset

For clarity it is necessary to figure out the meaning of repre-

sentative features. It is reasonable for us to assume that rep-

resentative features of the same class group together where-

as those of distinct classes are well separated.

Before deep learning is rapidly expanding its influence

in computer vision, a traditional way to extract features is

to use Fisher kernel framework [13]. Even though this ap-

proach has made much progress in image categorization at

that time, it is still a shallow learning and involves a vast

amount of parameters. It takes approximately 20 hours of

CPU 2.4GHz to carry out an experiment of 50 categories

with 5 samples in each category. Moreover, with an increase

in the number of categories up to 250, the extracted features

are barely satisfactory. We then resort to a more power-

ful tool, deep learning. In the past few years, deep learning

has achieved unprecedented success in various domains and

ranked top on many tasks. It has been also applied on au-

tomated inspection of dual energy X-ray imagery [14]. The

leading architecture in deep learning models, convolutional

neural network, is proven to surpass the traditional machine

learning algorithms in feature extractions.

As aforementioned, representative features from the

same class are expected to be close to each other whereas

a margin is forced between those from distinct classes. In-

spired by the great work [15], we can seek for an embedding

f to obtain our feature dataset by training a Triplet network

to achieve the goal. With pairs of images from the same

class and images from different classes as input, a deep con-

volutional network, in this paper we choose Resnet-v1-50 to

act as feature extractors and learn the feature representation-

s of images. Thereafter, all the features are mapped onto a

unit sphere with L2 norm. The process can be formulated

as

‖f(xi)− f(xj)‖
2
2 + α < ‖f(xi)− f(xk)‖

2
2,

∀
(

f(xi), f(xj), f(xk)
)

∈ T , (2)

where xi(anchor) and xj(positive) share the same label, xk

comes from other classes. Here α is the margin between

positive and negative samples. And f is the embedding

from input images to N dimensional unit sphere satisfy-

ing ‖f(·)‖L2 = 1. The inequality above gives directly the

triplet loss

LT =
N
∑

i,j,k

[

‖f(xi)− f(xj)‖
2
2 − ‖f(xi)− f(xk)‖

2
2 + α

]

+
. (3)

And the total loss, which is combination of classification

loss and triplet loss, is minimized by adjusting the weights

in the network. Figure 1 illustrates the triplet network.

Figure 1. Triplet Network

3.1.2 Fast object detection algorithm

Following [3], each filter-sized window of a feature can

be encoded as a high-dimensional sparse binary descriptor

called WTA(Winner-Take-all) hash [21]. As a result, a de-

tection process is thus transformed to be a search problem.

Two preconditions of this algorithm are listed as follows

(1) Compared with a linear space, the ordinal space is

more appropriate to qualitatively describe the differences

between data

(2) The measure of similarity in the linear space is less in-

sensitive than in ordinal space

It is observed that each WTA hash function defines an

ordinal embedding and is suitable as a basis for locality-

sensitive hashing [3], which implies that the first condition

is satisfied. As to the second one, it suffices to prove that

for any x̄, ȳ, z̄ ∈ Rd,

L2(x̄, ȳ) < L2(x̄, z̄) ⇔ K(x̄, ȳ) < K(x̄, z̄), (4)

where L2(·, ·) and K(·, ·) are defined as

L2(x̄, ȳ) = ‖x̄− ȳ‖22 (5)

K(x̄, ȳ) = x̄ · ȳ. (6)

It is easily verified that

L2(x̄, ȳ) = K(x̄, x̄) +K(ȳ, ȳ)− 2K(x̄, ȳ) (7)
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which leads to the desired result (4) for normalized vectors

‖ȳ‖2 = ‖z̄‖2 = 1.

This fast object detection algorithm allows us to im-

plement feature matching process with highest response in

O(1) time independent of the quantity of features. Figure 2

demonstrates the computation process. In the experiment,

we keep the first k = 4 indices for each of N = 3000 per-

mutations and band size W = 4 to implement a WTA hash

function.

Figure 2. The training and testing process of fast object-detection

algorithm. Training-Process: encode all fix-sized filter vectors

from section 3.1.1 by WTA hashing function and decompose ev-

ery binary descriptor into M bands with W spans of length K and

store each band in its respective LSH(local sensitive hash) table.

Testing-Process: slide window and compute the WTA hash and

break into bands, look up each band in its corresponding LSH ta-

ble and count how many times each filter occurs in all tables. The

class label is obtained by those filters with more occurrences.

3.2. Data analysis model

It is required to submit cargo manifests prior to or up-

on the arrival of containers. And abundant information is

carried by cargo manifests. By taking product scopes of

companies into account, the range of predictions on cargo

categories can be narrowed. In addition, port statistics in-

cluding location, arrival time correlates cargo categories as

well, which is summarized as follows

p(c|I3rd) ∝ p(c|company)p(c|port, time), (8)

where p(c|·) denotes the probability distribution of predic-

tion with the given condition and I3rd represents the infor-

mation collected from cargo manifests. In the following we

will discuss p(c|company) and p(c|port, time) in detail.

3.2.1 Modelling p(c|company)

The main product scopes are collected from either yellow

pages from internet or our training set collected from cargo

manifests. Samples from yellow pages present in the fol-

lowing way

AMERICAN TACK&HARDWARE ⇔ 28 : 1

With supplier-buyer brand names on the left side, 2-digit

HS code and its corresponding transportation frequency are

listed on the right side.

And our training dataset may offer a longer digits of HS

code,

AMERICAN TACK&HARDWARE ⇔

28046190 : 1; 28049010 : 1.

We define

p(c|company) =

{

0.8 ∗ F ∗ α, c∈ product scopes

0.2, others
(9)

where F is the cumulative frequency of c, and α is given by

α =



















0.4, product scopes with 2-digit HScode

0.6, product scopes with 4-digit HScode

0.8, product scopes with 6-digit HScode

1.0, product scopes with 8-digit HScode

(10)

It is pointed out that if c belongs to some certain class, it

falls into all its superclasses automatically. And the training

dataset will update by incrementing all related frequencies

by one each time.

3.2.2 Modelling p(c|port, time)

Our port statistics are collected monthly. Each record is

edited as

port − 01 ⇔ 03034300 : 2; 05074900 : 1 · · ·

port − 02 ⇔ 03045700 : 1; 05074900 : 2 · · ·

Here ’port-month’ is located on the left side. HS codes and

their corresponding frequencies are shown on the right side.

Let us define

p(c|port, time) =



















0.8 ∗ F, if c was recorded

at the port during

the time interval

0.2, others

(11)

And the corresponding frequencies will be refreshed by

adding one afterwards.

3.3. User response model

By introducing human-in-the-loop, we leverage human

and computer intelligence to improve the performance for

real-life application. At the beginning t0, the computer

sends a request and waits for the user to input u0 = {p̃, x̃s}
with p̃ denoting the cargo arrangement mode and x̃s being

a salient region. Subsequently, at each timestamp ti, i =
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1, · · · , n, the similarity selection mode is activated. The

computer will display ranking top N similar images from

out feature dataset and users are required to pick up the

most similar one with the index k̃ therein. The user re-

sponse ui is thus obtained with the index iteratively. Let

Ut = {u0, u1, · · · , ut} be the sequence of user responses.

With c and x denoting the label and the image, the condi-

tional probability p(c|Ut, x) yields

p(c|Ut, x) ∝ p(ui, x|c)p(Ut(t>0), c|x). (12)

Figure 3. Cargo arrangement modes and their corresponding

salient regions(yellow parts). For mode 0 and 8, no salient regions

found.

3.3.1 Cargo arrangement mode analysis

It is noticed that u0 = {p̃, x̃s}. With the given image x, by

applying chain rule we have

p(u0, x|c) ∝ p(x̃s|c, p̃)p(p̃|c). (13)

Figure 3 shows a total eleven cargo arrangement modes

and their corresponding salient regions. For each cargo ar-

rangement mode, with Texton features [17] extracted from

its corresponding salient regions, we train a GMM (Gaus-

sian Mixture Model) to characterize p(x̃s|c, p̃). For the

mode 0 and 8, we set p(x̃s|c, p̃) to be one. Implementation

details are given in figure 4.

3.3.2 Similarity selection process

Following [19] and [16], our probabilistic model is formu-

lated as follows.

By integrating over all possible states z of image x in the

perceptual space, we obtain

p(Ut(t>0), c|x) =

∫

p(Ut(t>0), c, z|x)dz, (14)

Figure 4. The process consists of feature extraction on salient re-

gions, GMM update and the conditional probability computation.

The arrangement mode and the salient region are determined by

the user. Texton features extracted on salient regions are used to

train one GMM model per class at training stages. These GMM

models are used to compute the conditional probability at testing

stages.

where Ut = {u0, u1, · · · , ut}. It is assumed that user re-

sponses depend only on the location in perceptual space,

which implies that

p(Ut(t>0), z, c|x) =
∏

t:t>0

p(ut|c, z, x)p(c, z|x)

=
∏

t:t>0

p(ut|z)p(c, z|x) (15)

by using chain rule. This leads to

p(Ut+1, z, c|x) = p(ut+1|z)p(Ut, z, c|x). (16)

On one hand, we suppose that the probability of the user

choosing the most similar image k̃ within D candidates is

proportional to its perceptual similarity,

p(ut+1|z) = p(k̃|z) =
s(z, zk̃)

∑

i∈D s(z, zi)
, (17)

where s(·, ·) is a similarity metric in perceptual space. On

the other hand, by feeding the prediction obtained in the last

round of iteration back into the algorithm,

p(c, z|x) =
1

Nc

p(c|x), (18)

where Nc denotes the total number of training images

in perceptual space with class label c. Consequently,

p(Ut(t>0), c|x) is obtained by integrating (14)(15)(17) and

(18). Further details may be found in [19] and [16]. Then

the inaccurate predictions may be corrected by combining

(1), (12), (13) and (14).
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Figure 5. The HS code semantic tree describes the semantic correlations among different digit HS codes.

3.4. HS code semantic tree

Before we proceed directly, we would like to give a brief

introduction to HS (The Harmonized System [1])code here.

HS, an international nomenclature for the classification of

traded products, comprises a hierarchical structure of com-

modity description, in which goods are designated from top

to down. The HS comprises of 21 sections and 96 chapters.

Each section groups several chapters which include a par-

ticular class of commodities. These chapters provide broad

categories and are subdivided into about 5000 headings and

subheadings so as to describe commodities in detail. The H-

S code consists of 6 digits and each country can modify by

adding two or four digits to meet domestic needs with first

6 digits adopted universally. For each HS code, the first two

digits designate the HS chapter while the latter two digits

identify the position of heading in the chapter. The third t-

wo or more digits, if necessary, designate the subheadings.

A HS code is determined by a list of factors including its

material, form and function. Take whole potatoes for exam-

ple, the classification differs depending on whether they are

fresh or frozen. Frozen potatoes locate in 07101000 while

fresh ones are classified in position 07019000.

Based on the hierarchical organization of HS, we build

a HS semantic tree, as shown in Figure 5. The root node

of the tree covers all HS codes and its child nodes include

2-digits HS codes. One level down the tree each time means

two more digits added to the HS code. The process proceeds

until every terminal node presents an 8-digit HS code. The

semantic tree can be integrated seamlessly with our system.

Once HS codes are predicted with low confidence, users can

alternatively trace their parent nodes to improve the accura-

cy.

Let V denote the set of all different level HS codes in-

cluding 2 digits, 4 digits, 6 digits and 8 digits. And Y is a

subset of V and contains all 8-digit HS code. For any image

x ∈ X , the classifier f ′ : X → V

f ′
λ(x) = argmaxv∈V(rv + λ)P(v|x) (19)

is learned. Here

p(v|x) =
∑

vl∈child(v)

p(vl|x) (20)

with p(vl|x) obtained by our ensemble model and the infor-

mation gain rv is given by

rv = log2 |Y | − log2
∑

y∈Y

I{v∈π(y)} (21)

with the characteristic function I{·} and π(y) representing

all the ancestors of y.

By choosing different λ, we can flexibly balance be-

tween specificity and accuracy. A larger λ implies that a

more abstract level rather than a more concrete level in the

semantic tree is preferable. Further details may be found in

[4].

4. Experiment

We perform the experiments on real customs data includ-

ing approximately 10000 X-ray images from 632 categories
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and their corresponding cargo manifests including HS codes

and other detailed information, which were collected from

NUCTECH inspection systems.

4.1. Image categorization

The Triplet Network is trained in our experiment. We use

sliding window of 64 ∗ 64 to loop over each training images

and a packet of patches with size 64 ∗ 64 are thus obtained.

The patches, in which the area of air is larger than some

certain threshold, are thrown away. And the other patches

are ready for training after standard image processing. It

is worth mentioning that the number of patches per image

must be the same in training process in order to be consis-

tent with the input layer of Triplet Network. By initializing

from ResNet-v1-50 pretrained on the ImageNet dataset, We

use ResNet-v1-50 as our backbone architecture by replac-

ing fully connected layers with 1 × 1 convolution layer to

reduce feature dimensions. As a matter of fact, ResNet-v1-

50 will suffice for the task. The choice of the networks is

up to the developers. We use 0.0001 weight decay and 0.9

momentum and set an initial learning rate to be 0.01, which

is annealed by an exponential decay every 5 epochs.

We evaluate our performance on our test images. A

stack of patches, which are obtained by sliding window

with the same fixed size on test images, are input into

well-trained Triplet Network. Then we compute the aver-

age intra-class distances and average inter-class distances,

which are shown in the blue part and orange part in Fig-

ure 6 respectively. Compared with the histogram by Fisher

kernel framework [13] in Figure 7, it is demonstrated that

the Triplet Network surpasses the traditional method and is

more powerful to extract features.

Figure 6. Histogram of average distances for features in Triplet

network and its ROC curve

4.2. Data analaysis

The abundant information in the cargo manifests is help-

ful for our HS classification task. The probability model

filters out uncorrelated predictions effectively so that the ac-

curacy increases by 10%.

4.3. Humanintheloop

If users could pick up the most similar image correctly

in the process, the performance would rise up to more then

Figure 7. Histogram of average distances for features in Fisher

kernel framework [13] and its ROC curve

80%. However, users may not respond perfectly. The car-

go arrangement mode 3 might easily be confused with the

mode 4 and 5. Moreover, user responses are affected by

subjective differences. These two reasons limit the perfor-

mance of the system. Table 1 exhibits the accuracies and

their average query times.

Classification Accurary Average Query Times

45% 3.2

50% 5.8

55% 15.3

60% 30.3

Table 1. Relations between accuracy and average query times.

4.4. HS code semantic tree

We set λ = 5 in our experiment and the depths of pre-

dictions in the semantic tree is about 3.1 averagely, which

implies that the predicted results mostly represent 8-digit

HS codes and only a few results with 2-digit and 4-digit HS

codes are obtained. Table 2 shows that the relations among

λ, average predicted depth and the accuracy.

Parameter λ Average Level Accuracy

λ = 0.0 4 30%

λ = 0.5 3.7 33%

λ = 1.5 3.1 60%

Table 2. Relations among λ, average predicted depth and the ac-

curacy.

5. Conclusion

In this paper, we propose a comprehensive system to ver-

ify commodity descriptions in the containers. Supported by

deep learning, we build a feature dataset for fine-grained

image categorization. Moreover, by investigating cargo

manifests, main product scopes of each company can be ob-

tained and used to correct inaccurate predictions. And the

human expertise is incorporated to empower our model by
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analyzing user responses in the human-in-the-loop. There-

fore, we can improve the overall performance so that the

inspection system is applicable. Currently, deep learning

serves as a feature extractor in the first image categorization

model of our system. In the future, we will look into ways

of building an end-to-end deep learning framework for HS

classification.
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