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Abstract

We propose a novel unsupervised method for extracting

objects from urine microscopy images and also applied U-

net for extracting these objects. We fused these proposed

methods with a known edge thresholding technique from an

existing work on segmentation of urine microscopic images.

Comparison between our proposed methods and the exist-

ing work showed that for certain object types the proposed

unsupervised method with or without edge thresholding out-

performs the other methods, while in other cases the U-net

method with or without edge thresholding outperforms the

other methods. Overall the proposed unsupervised method

along with edge thresholding worked the best by extracting

maximum number of objects and minimum number of arti-

facts. On a test dataset, the artifact to object ratio for the

proposed unsupervised method was 0.71, which is signifi-

cantly better than that of 1.26 for the existing work. The

proposed unsupervised method along with edge threshold-

ing extracted 3208 objects as compared to 1608 by the ex-

isting work. To the best of our knowledge this is the first ap-

plication of Deep Learning for extraction of clinically sig-

nificant objects in urine microscopy images.

1. Introduction

Microscopic examination of urine samples is often pre-

scribed by a clinician for diagnosing various diseases. Such

microscopic examination is used to detect and identify clin-

ically important objects in urine. These objects are usu-

ally Red Blood Cells (RBCs), White Blood Cells (WBCs),

epithelial cells, casts, bacteria, yeast, parasites, mucus,

sperms, crystals, and artifacts [23]. Apart from the objects

of clinical importance, a urine sample may contain large

amounts of artifacts and indeterminate objects. These enti-

ties can be present due to multiple reasons, ranging from a

thread being present in the urine sample to out-of-focus ob-

jects and lens artifacts. We collectively call such unimpor-

tant entities artifacts. A qualified medical practitioner ob-

serves multiple fields of view (FOVs) of a urine sample un-

der the microscope. For each FOV, the medical practitioner

identifies and quantifies these objects by manually focus-

ing and zooming in on different regions in the FOV. Fig. 1

shows an example of an FOV image. Examples of various

objects and artifacts found in an FOV image are shown in

Fig. 2.

Manual microscopy, though time consuming, is consid-

ered the gold standard in microscopic urine examinations.

However different pathologists often generate inconsistent

reports. Hence there is a need for an efficient and accu-

rate automated urine analyzer that helps in disease diagnos-

tics, by boosting the productivity of pathologists, bringing

in consistency in test results, and shortening the turn around

time for reporting. To build a highly accurate automated

analyzer, the first step is to extract image patches of urine

objects from a microscopic image of urine samples. Ex-

traction of urine objects is critical for an automated urine

analyzer as classification and other quantification steps are

dependent on extraction of objects. For an FOV image, a

perfect extraction algorithm should be able to extract all the

objects present in the FOV image and ignore all the arti-

facts present in the FOV image. If the output of an extrac-

tion module is input to a classification module, then sending

too many artifacts to the classifier may cause generation of

too many false positives for different objects by misclas-

sification of the artifacts as resembling object types. One

can add artifact as another class in the subsequent classi-

fier, and it helps to some extent. But a classifier may not

be able to learn all the features of the artifact class because

of its undefined nature. When we discuss extraction of ob-

jects from urine images, not only do we need segmentation

of cells and other objects from the background, but we also

need to minimize the number of artifacts that get extracted

along with the objects. In this paper we propose methods

that show improvement in extraction of objects from urine

microscopy images over existing methods. In this section,

we first discuss certain challenges in extraction of urine ob-
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jects, and then discuss the key contributions of this paper.

Figure 1. A microscopic field of view (FOV) of a urine sample.

1.1. Challenges in extraction of urine objects

Following challenges are associated with extraction of

objects in urine microscopy images:

• Variability in quality of capture: The images cap-

tured for an FOV vary greatly based on the capture

mechanism for the sample. Slight change of focus of

camera may result in remarkable differences in appear-

ance of objects. An example is shown in Fig. 3. Sim-

ple rules based on sharpness and size may not be very

effective in this scenario.

• Variability in the size and shape of objects: As seen

in the Fig 2, both objects and artifacts vary greatly in

size and shape. Hence, rules based on shape and size

a. Bacteria b. Crystal c. RBC d. WBC e. Yeast

f. WBC clump g. RBC clump h. Epithelial i. Cast

j. Artifact k. Artifact l. Artifact m. Artifact

Figure 2. Examples of objects of clinical importance (a-i) and arti-

facts (j-m). Note: cast and epithelial are significantly scaled down.

a. Out-of-focus FOV capture

b. Optimally focused FOV capture

Figure 3. FOVs captured at slightly different focal depths.

for distinguishing objects from any other artifacts or

impurities are not effective for extraction.

• Partial focus due to multilayer sample: Urine sam-

ples in slides form multilayer fluid with depth of ap-

proximately 20 microns. Objects can be suspended at

different depths in the fluid depending on their specific

gravity and thus have different optimal focal depths.

Capturing a single image in one FOV may not include

all the relevant objects in their optimally focused state.

Some objects may be blurred.

• Presence of artifacts: Artifacts are clinically insignif-

icant and can be introduced in a sample as alien objects

or lens artifacts during capture of FOVs. Close resem-

blance of certain impurities to objects can cause an ex-

traction mechanism to extract them as false positives.

Fig. 2 (j) and (m) show artifacts introduced by capture

device and Fig. 2 (k) and (l) show artifacts caused by

alien objects. The round artifacts in Fig. 2 (j) and (k)

are similar in shape to RBC and WBC (Fig. 2 (c) and
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(d)) respectively and thus an extraction algorithm may

end up extracting many such artifacts when trying to

extract RBCs and WBCs.

• Low contrast images: As can been seen from Fig.

2, certain objects such as bacteria and epithelial cells

in urine have low contrast when compared to back-

ground, which makes it further challenging to extract

these objects without adding false positives from the

background.

1.2. Contributions

The key contributions of this paper are as follows:

• We propose an unsupervised method for extraction of

objects in urine FOV images. This method is based on

Sauvola’s adaptive binarization method [20].

• We also apply U-net [19] for extraction of objects from

urine FOV images. To the best of our knowledge this

is the first application of Deep Learning architectures

such as U-net for urine object extraction.

• We merge the second thresholding technique proposed

by Liancheng et al. [11] (which we call edge thresh-

olding), which separates adhesive cells by remov-

ing edges, with our proposed techniques and com-

pare the performance of the proposed unsupervised

method, U-net method, unsupervised with edge thresh-

olding, U-net with edge thresholding, and the method

by Liancheng et al. [11]. We show that our proposed

methods significantly outperform the existing method.

This paper is organized as follows: Section 2 discusses

the existing work in extraction of objects in urine micro-

scopic images along with the discussion on Deep Learning

architectures that can be used for extraction of objects. Sec-

tion 3 discusses the proposed methods for extracting urine

objects from FOV images. Section 4 describes the data sets

used in training and testing in this study. Section 5 presents

the results and the performance comparison between our

proposed methods and the existing method by Liancheng

et al. [11]. In this section we also discuss further analysis

of extraction results for all the methods and all the types of

objects. Finally, Section 6 concludes the paper.

2. Related Work

Image processing and computer vision techniques have

earlier been applied to extraction of various objects in a

urine samples. Early attempts limited to segmenting blood

cells in urine images are by Luo et al. [13] using Mumford-

Shah model [14] and by Jiang et al. [7], in which they used

a combination of the level set method [16] and a simpli-

fied Mumford-Shah model [2]. A method using wavelet

transform along with edge detection and adaptive threshold-

ing [10] was used to segment WBCs, RBCs, epithelial cells,

and casts. Cellular neural networks [28] were deployed to

segment WBCs and epithelial cells. Gabor filters along with

simulated annealing and K-means clustering [27] were also

used for segmenting urinary images, but this was shown to

work only for small patches of size 128x128 pixels, while

microscopic urine images are much larger in size. For seg-

menting only casts, an adaptive bi-threshold segmentation

using histogram of the variance mapping image [9] was pro-

posed. A combination of coarse segmentation using con-

tourlet transform followed by a finer segmentation using

a level set method was also explored [3]. For segmenting

only RBCs multiple methods such as a Sobel operator vari-

ant along with Hough transform [1], Sobel edge enhance-

ment along with Otsu’s binarization [29], and watershed al-

gorithm [4] were used. For segmenting bigger objects such

as cast and epithelial cells, Wu and Kang [26] used a simple

combination of Sobel edge detection with edge enhance-

ment algorithm. A strategy that combines adaptive thresh-

olding, distance transform and watershed algorithm was de-

ployed to address the segmentation of adhesive cells such as

RBC clumps and WBC clumps [21]. Recently, Liancheng

et al. [11] proposed a segmentation method based on stan-

dard deviation gradient with dual-threshold, where the first

threshold gives the over all segmentation while the second

threshold is combined with the first threshold to segment

adhesive cells.

A method that minimizes the extraction of artifacts,

which tends to get confused with object classes in the down-

stream classification methods, hasn’t been studied in ex-

isting works on urine object extraction. Most of the ex-

traction studies lack a comparison with previous extraction

methods, which we will address in this paper by comparing

our proposed method with the recently proposed method by

Liancheng et al. [11].

The state-of-the-art results yielded by the recent Deep

Learning techniques started with CNN variants for classi-

fication tasks by architectures such as AlexNet [8], VG-

GNet [22],GoogLeNet [25], ResNet [5], and DenseNet [6].

These opened avenues for Deep Learning architectures in

other tasks as well. With the advancements in architec-

tures such as fully convolutional networks (fCNN) [12]

and U-net [19] deep learning gained popularity in biomed-

ical image segmentation as well. By rewriting fully con-

nected layers as convolutions and using the shift-and-stitch

techniques, fCNN [12] was successful in segmentation of

images using only convolution layers by adapting popu-

lar classification networks for segmentation. U-net [19]

builds upon fCNN by modifying the architecture by sup-

plementing usual contracting layers with upsampling op-

erators for increasing the image size. Taking inspiration

from ResNet [5], U-net also uses skip-connections to di-
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rectly connect opposing contracting and expanding convo-

lutional layers. Thus U-net produced state-of-the-art results

in segmentation tasks as well. This motivated us to also ap-

ply segmentation using U-net to the urine object extraction

problem.

3. Proposed Methods

Input for the extraction is a single RGB FOV image

(4032×3024 pixels) where 5 pixels correspond to 1 micron.

We first describe the proposed unsupervised method.

3.1. Proposed unsupervised extraction

For designing an unsupervised extraction method, we ex-

perimented with multiple variants of thresholding methods

such as Otsu’s method [17], Niblack’s method [15], and

Sauvola’s method [20]. We found that Sauvola’s method

was the most promising given the blurry objects and noisy

background in FOVs caused by artifacts and also in bi-

narization of low contrast images which is the case in

urine sample FOV images. So, the proposed unsupervised

method uses Sauvola’s method as a key component. The

following steps are used to extract patches from a single

FOV image:

1. Apply a global threshold mask on the FOV image to

separate the illuminated circle from the surrounding

dark regions (see Fig. 1) and then apply CLAHE [18].

2. Apply the Sauvola’s image binarization method [20]

to separate foreground objects from background with

window size w = 15 and bias k = 0.2

3. Do adaptive dilation on the binary image:

(a) dilate with kernel size d for n iterations

(b) if area of biggest contour [24] ≥ 10% of FOV

area and n > 1 then repeat 3 (a) with n← n−1,

else go to 3(c)

(c) if area of biggest contour ≥ 10% of FOV area

and d > 1 then repeat 3(a) with d ← d − 2, else

go to 4

4. Discard the contours with area ≤ Tarea

5. Find centroid and bounding box for each contour

In the above algorithm, we started with d = 7 and n = 3.

The area threshold Tarea = 500 square pixels (20 square

microns).

We now describe how we used U-net as the supervised

extraction method.

3.2. Proposed Unet based extraction

U-net input size is a 64×64 and 3 channel RGB image.

The contracting path has three blocks and each of them con-

sists of two convolutional layers. For the first two blocks,

max-pooling is applied after two successive convolutions in

each block. Transpose convolution is applied to increase

the size of the input after two convolutions. The next two

layers are the same as third layer with concatenation of cor-

responding output from the contracting path as their input.

The exact architecture achieved via cross validation and

the corresponding hyper parameters are presented in Fig. 4.

The following steps are followed to extract patches from a

trained U-net given an FOV image.

1. Crop out the FOV region from the image.

2. Create overlapping patches of size 64× 64 with stride

size 32.

3. Invoke the trained U-net model on the patches. The

output has two stacked matrices of probabilities for

each pixel being in foreground or background. For

overlapping pixels across different patches the average

of the probabilities is taken. This generates the proba-

bility map for the whole FOV.

4. Apply a global thresholding on the FOV probability

map to obtain segmentation mask.

5. Apply morphological opening on the mask and find

contours [24] in the mask to get the regions of enclos-

ing objects. Discard contours whose area is less than

Tarea.

6. Take patches around the object enclosing the respec-

tive contours.

In the above algorithm we used area threshold Tarea = 500
square pixels.

Now we describe a key module applicable to the pro-

posed extraction methods called edge thresholding, which

is not a very useful step in isolation but it helps in extract-

ing adhesive objects when applied as a second step after

any of the two proposed methods. This technique is pro-

posed by Liancheng et al. [11] as the second thresholding

in their dual threshold method. The purpose of this method

is to find edges using grayscale distribution of the image

and remove those edges to separate adhesive cells from the

original segmentation mask.

3.3. Edge Thresholding

Input to the edge thresholding technique is the FOV im-

age and the segmentation mask obtained from either the un-

supervised method or the U-net method. The key steps in

edge thresholding post first level of segmentation are:

1. Calculate the histogram H of the grayscale value for

FOV image and find k such that H[k] = max(H[i]).

2. Set threshold Tedge = k + β where β is in the range of

10 to 40.
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3. Binarize the FOV image using the above threshold

Tedge. This will give the edge mask.

4. Remove the pixels from the original segmentation

mask which are present in edge mask.

In this paper β is set to 25.

4. Dataset

We have a test data of 50 microscopic FOV images of

the type shown in Fig. 1. These images were captured from

a microscopic device with magnification of 400X for eval-

uating and comparing the performance of the proposed and

the existing extraction methods. Each image corresponds to

a single FOV of a urine sample under the microscope. The

images were captured from different samples to include dif-

ferent types of urine objects such are bacteria, crystal, cast,

epithelial cell, RBC, WBC and yeast. For training the U-net

model, an expert pathologist created 4150 binary segmenta-

tion masks from 329 FOV images as square image patches

of size 64×64 pixels. These urine samples contribute to

training data and are completely independent of the test

data. The class-wise distribution of the masks of the train-

ing data are shown in Table 1. 30% of the training data was

used as a validation set for tuning the hyperparameters of

the U-net. On a pixel level the foreground pixels consisted

of 37% of the total pixel corpus.

5. Results and Discussion

Cross validation over various hyperparamters of U-net

led to the choice of the architecture and hyperparameters

shown in the Fig. 4. The cross validation was done the on

the validation set described in Section 4.

We computed the segmentation masks using the pro-

posed techniques and the existing technique by Liancheng

et al. [11] and found connected components with the con-

tours of segmentations. The components were extracted and

patches of images were created using bounding box squares

around the components. These patches were presented to an

expert panel of 3 pathologists, who annotated the patches as

either artifacts or one of the other 7 types of urine objects.

These annotations served as the ground truth for the labels

of the extracted patches. The total count for each type of

urine objects and artifacts was recorded and compared. The

counts are listed in Table 2. A patch was annotated as an ob-

ject of a certain type if the proposed mask covers more than

20% of the same object type area. Otherwise it is marked as

a false positive i.e. it is put into artifact class. Now we dis-

cuss some interesting observations in the results and their

analysis.

As seen in Table 2, for both proposed unsupervised ex-

traction and proposed U-net based extraction, more RBCs

were extracted with edge thresholding in comparison to

Class Patch counts

Bacteria 387

Cast 450

Crystal 1039

Epithelial 504

RBC 374

WBC 255

Yeast 234

Artifact 907
Table 1. Class-wise patch distribution for the U-net training

dataset.

the corresponding proposed technique without edge thresh-

olding. We would like to reiterate that the method by

Liancheng et al. [11] already has edge thresholding as it’s

second module. Edge thresholding can help in segment-

ing adhesive cells like RBC clumps and WBC clumps in

many cases. Some of the examples are shown in Fig. 5 and

Fig. 6. In Fig. 5 it can be seen that a clump of RBC was

extracted as a single connected component by both the pro-

posed unsupervised extraction method(Fig. 5a) and the pro-

posed U-net method (Fig. 5d). While they were divided into

7, 4 and 5 components in the proposed unsupervised extrac-

tion with edge thresholding (Fig. 5b), Liancheng et al. [11]

(Fig. 5c) and U-net with edge thresholding (Fig 5e) meth-

ods respectively. Similarly the patch of clump of WBC in

Fig. 6 was further divided into multiple components by the

proposed methods which includes edge thresholding. How-

ever, one may notice in Table 2 that while the count of ex-

tracted WBCs increases when edge thresholding is applied

with the proposed unsupervised extraction but the count of

extracted WBCs decreases when edge thresholding is ap-

plied with the proposed U-net extraction. This decrease in

WBCs for U-net method on including edge thresholding is

caused by decrease in contour areas of segmented WBCs

after edge thresholding in some cases. Fig. 7 depicts this

behavior and thus despite better segmentation due to edge

thresholding as in Fig. 6 some components were not anno-

tated as WBCs due to too smaller than 20% overlap of mask

as in Fig. 7. Similar reasons apply to decrease in counts for

few other types as well when edge thresholding was applied

post U-net extraction.

We observed that the method by Liancheng et al. [11]

extracted not only less artifacts but also less objects. For all

the classes, as can be inferred from Table 2, the method by

Liancheng et al. [11] underperformed even when compared

with our proposed methods without edge thresholding. Fig

8 shows some of the casts and Fig. 9 shows some of the

yeasts that the method by Liancheng et al. [11] failed to

extract while the proposed methods successfully extracted

these objects. Also the method by Liancheng et al. [11]

extracted some dark patch artifacts, which were caused by
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Figure 4. The U-net architecture corresponding to the best hyperparameters obtained via cross-validation on the validation set.

Class Liancheng et al. [11] Proposed Proposed unsupervised U-net U-net &

unsupervised extraction & edge thresholding

extraction edge thresholding

Bacteria 16 70 70 70 70

Cast 5 38 38 40 40

Crystal 367 667 645 578 526

Epithelial 44 72 72 72 72

RBC 430 781 1139 775 913

WBC 733 663 1165 871 848

Yeast 13 111 79 93 78

Artifact 2028 2849 2262 2625 2663

Total objects 1608 2402 3208 2499 2547

Total Patches 3636 5251 5470 5124 5210

Artifact / Object ratio 1.26 1.19 0.71 1.05 1.05
Table 2. Image patch counts for different extraction techniques. Total patches include all the object types and artifacts. Artifact/Object ratio

is the ratio of the count of extracted artifact patches to the count of total extracted object patches.

shadows of scratches in cover-slip glass. We did not ob-

serve these patches in any of the proposed methods. Some

of these patches are shown in Fig. 10.

Now we discuss some cases where edge thresholding de-

creases the performance of a proposed method. As seen

in Table 2, extraction methods that have edge threshold-

ing failed to extract some of the crystals that were other-

wise extracted by the corresponding methods without edge

thresholding. The reason for this behavior is that some pix-

els were identified as edges and thus falsely removed by

the edge thresholding method. Some example are shown in

Fig. 11. Sometimes yeasts have small buds and edge thresh-

olding may generate separated contours with very small

area, which sometimes fail to pass the overlap criteria and

are thus not extracted. Some examples of the yeast patches

that were missed by edge thresholding techniques are shown

in Fig. 12.

Another interesting finding is that the segmentation ob-

tained using the method by Liancheng et al. [11] some-

times yields almost the entire FOV image as one single

component. On the other hand multiple components were

extracted from the same FOVs using any of the proposed

methods. One of such FOV is shown in Fig. 13 where the

method by Liancheng et al. [11] extracted the entire FOV

as a single component while the other technique extracted

multiple components hence yielding more yeasts, casts and

RBCs. One of the reason for this behavior is that the first

thresholding technique in Liancheng et al. [11] is sensitive

to contrast. In this case, this resulted in a noisy segmenta-

tion, which when post-processed yielded the entire FOV as

a single component.

As discussed in Section 1, an important criterion of a

good extraction method is to not only maximize the extrac-

tion of objects but to also minimize the extraction of arti-

facts. The lower the artifacts, the less error is propagated to

the downstream processes such as classification and quan-

tification. This led us to use object to artifact ratio as an-

other criterion along with total objects extracted. As seen in

Table 2, proposed unsupervised extraction with edge thresh-

olding technique outperforms other methods with artifact to

2348



a. Proposed Unsupervised b. Proposed Unsupervised with edge thresholding c. Liancheng et al. [11]

d. U-net e. U-net with edge thresholding

Figure 5. Segmentation mask boundaries for an RBC clump obtained using different methods. Different colors indicate different masks.

a. Proposed Unsupervised b. Proposed Unsupervised with edge thresholding c. Liancheng et al. [11]

c. U-net d. U-net with edge thresholding

Figure 6. Segmentation mask boundaries for a WBC clump obtained using different methods. Different colors indicate different masks.

object ratio of 0.71, while this ratio for all the other meth-

ods is above 1. Also the proposed unsupervised method

with edge thresholding extracted the maximum number of

3208 objects. Without edge thresholding, U-net outper-

formed the other methods on these two criteria. When dif-

ferent classes are individually examined in Table 2, different

proposed methods performed better than the other methods.

Recent Deep Learning methods are known to outperform

conventional methods when large amounts of data is used

for training. The higher performance of the proposed unsu-

pervised method as compared to the Deep Learning-based

U-net method is possibly due to lack of sufficiently large

data for training the Deep Learning method.

6. Conclusions

In this paper, we proposed both a novel unsupervised

thresholding method and applied a supervised Deep Learn-

ing based U-net architecture for extracting objects from

urine microscopic images. We also fused our proposed

methods with an edge thresholding method from an exist-

ing work, which is helpful in segmenting adhesive cells.

For different object types different proposed methods per-

formed better than others, but over all the unsupervised

method along with edge thresholding outperformed other
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a. b. c.

Figure 7. WBC masks comparison for U-net and U-net with edge

thresholding. Figure (a) shows WBC mask with U-net only. Fig-

ure (b) and (c) shows the masks from U-net with edge threshold-

ing. After edge thresholding, all though the cells segmented, the

components didn’t meet the 20% overlap criterion for selection.

Figure 8. Some of the casts that were missed by the method by

Liancheng et al. [11] but extracted by both the proposed methods

of unsupervised extraction, U-net based extraction and with and

without edge thresholding. Mask boundaries in the above figures

are from the unsupervised extraction method.

Figure 9. Some of the yeasts that were missed by the method by

Liancheng et al. [11] but extracted by both the proposed methods

of unsupervised extraction, U-net based extraction and with and

without edge thresholding. Mask boundaries in the above figures

are from the unsupervised extraction method.

Figure 10. Dark patches (artifacts) extracted by the method by

Liancheng et al. [11] but these patches are not extracted by the

proposed methods of unsupervised extraction, U-net based extrac-

tion and with and without edge thresholding.

Figure 11. Crystals that were extracted by the proposed methods

without edge thresholding but missed by their counterpart meth-

ods with edge thresholding. Mask boundaries in the above figures

are from the proposed unsupervised method. However these crys-

tals were extracted by both the proposed methods of unsupervised

extraction and U-net based extraction.

Figure 12. Yeast that were extracted by the proposed methods

without edge thresholding but missed by their counterpart meth-

ods with edge thresholding. Mask boundaries in the above figures

are from the proposed unsupervised method. However these yeast

were extracted by both the proposed methods of unsupervised ex-

traction and U-net based extraction.

a. Liancheng et al. [11]

b. U-net

Figure 13. Segmented mask boundaries using Liancheng et

al. [11], which extracts a single huge component, while the pro-

posed U-net method extracts multiple components. The other pro-

posed methods produced similar segmentation as U-net. Different

colors indicate different mask boundaries.

methods. Using experimental results, we demonstrate that

the proposed extraction methods are very effective in urine

object extraction and can be used as vital modules in an au-

tomated urine analyzer pipeline.
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