
 

 

Abstract 

 

Convolutional Neural Network is valid for segmentation 

of objects in an image. In recent years, it is beginning to be 

applied to the field of medicine and cell biology. In 

semantic segmentation, the accuracy has been improved by 

using single deeper neural network. However, the accuracy 

is saturated for difficult segmentation tasks. In this paper, 

we propose a semantic segmentation method by integrating 

multiple CNNs adaptively. This method consists of a gating 

network and multiple expert networks. Expert network 

outputs the segmentation result for an input image. Gating 

network automatically divides the input image into several 

sub-problems and assigns them to expert networks. Thus, 

each expert network solves only the specific problem, and 

our proposed method is possible to learn more efficiently 

than single deep neural network. We evaluate the proposed 

method on the segmentation problem of cell membrane and 

nucleus. The proposed method improved the segmentation 

accuracy in comparison with single deep neural network. 

 

1. Introduction 

Convolutional Neural Network (CNN) [1, 2] achieved 

very high accuracy on various kinds of image recognition 

problems. In addition, semantic segmentation using CNN 

[1, 2] is beginning to be applied not only automatic driving 

[3, 14] but also medicine and cell biology [4, 6]. Semantic 

segmentation is to assign labels to all pixels in an image. 

For semantic segmentation, Fully Convolutional Neural 

Network (FCN) [5] and Encoder-Decoder structure such as 

U-Net [6] had been proposed. Especially the network 

structure of U-Net [6] is proposed as a segmentation 

method for cell images. However, they used single deep 

neural network [7, 8]. It is difficult for single deep neural 

network to improve the accuracy further because many 

devices are already done. 

To solve this problem, we use the idea of Mixture of 

Experts (MoE) [9] as the base of the proposed method. 

MoE [9] consists of Gating network and Expert network. 

Gating network divides a complex problem into some 

sub-problems and assigns a sub-problem to each Expert 

network. By using this idea, it is possible to train a network 

more efficiently than single deep neural network. However, 

it is difficult to obtain high accuracy because MoE [9] uses 

a simple perceptron. In recent years, MoC-CNN [10] which 

used CNN instead of perceptron was proposed for crowd 

counting. MoC-CNN [10] improved the accuracy in 

comparison with the VGG-16 [11] which is one of the 

state-of-the-art single deep neural networks though the 

number of parameters of MoC-CNN [10] (170M) is much 

smaller than that of VGG 16 (1380M) [11]. This shows the 

effectiveness of the integration of multiple CNNs. 

We propose a semantic segmentation method by 

integrating multiple CNNs based on the structure of MoE 

[9]. Figure 3 shows the overview of the proposed method. 

This method consists of Gating network and Expert 

networks.  Both networks use Encoder-Decoder structure 

as U-Net [6]. There are multiple Expert networks whose 

outputs are segmentation results. In the Gating network, the 

feature maps obtained at the last convolutional layer of all 

Expert networks are used as input because Gating network 

should be higher-layer than Expert networks for assigning 

roles to Expert networks. Since Gating network assigns the 

weights to each pixel, the output of Gating network is the 

 

Figure 1. Examples of fluorescence images of the liver of 

transgenic mice that expressed fluorescent markers on the cell 

membrane and nucleus. The upper row shows input images and 

the lower row shows ground truth. 
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feature map with the same resolution as the segmentation 

results while the output of Gating network in MoC-CNN 

[10] corresponds to the number of Expert networks. We 

multiply the output of Gating network and the outputs of all 

Expert networks, and final segmentation result is obtained. 

In experiments, we segment cell nucleus and membrane 

from microscopy images. Figure 1 shows the examples of 

them. We use IoU (Intersection over Union) and mean IoU 

as evaluation measures. We confirmed that the proposed 

method gave higher accuracy than that of single deep 

network. Furthermore, we investigated how Gating 

network automatically divides an input image into 

sub-problems and assigns roles to Expert networks. 

This paper is organized as follows. In section 2, we 

describe related works. The details of the proposed method 

are described in section 3. In section 4, we evaluate our 

proposed method on segmentation of cell nucleus and 

membrane. Finally, we describe conclusion in section 5. 

2. Related Works 

This section describes related works. We explain 

Encoder-Decoder structure in Section 2.1. Mixture of 

Experts [9] is explained in Section 2.2. Finally, we explain 

Mixture of CNN [10] in Section 2.3. 

2.1. Encoder-Decoder structure 

U-Net [6] has been proposed as a segmentation method 

using CNN. U-Net [6] is often used for segmentation of 

biomedical images. The network structure of this method 

adopts encoder-decoder structure. In encoder, features in an 

image are extracted by convolution and pooling. In 

decoder, the segmentation result is constructed step by step 

while keeping their features. Furthermore, skip connection 

is introduced for each resolution. Skip connection in U-net 

[6] is to concatenate the feature map obtained by encoder 

with the feature map with the same resolution at decoder 

part. As a result, fine information which is lost at feature 

extraction process can be used effectively. In experiments, 

we use U-Net [6] as the conventional method. 

Figure 2 shows the overview of the conventional 

method. Conventional method gave the best accuracy when 

initial number of filters “n” in Figure 2 is set to 32. Even if 

the number of layers increased, the accuracy did not 

improve while the number of parameters much increased. 

Therefore, we consider that this is the limit of a single deep 

neural network. 

2.2. Mixture of Experts 

Mixture of Experts (MoE) [9] was proposed by Jacobs et 

al. [9]. This is a model oriented toward a strategy of 

dividing a complex problem into sub-problems and solving 

simple sub-problems. MoE [9] consists of Expert networks 

E ሼܧଵ  ሽ and Gating Network G whose output is mܧ	⋯	

dimensional vectors. Input size and output size of all Expert 

networks must be the same but the structure of each Expert 

network does not need to be the same. The output ݕ of MoE 

[9] is represented as 

ݕ  ൌ ܩሺݔሻܧሺݔሻ
ୀଵ 																												ሺͳሻ 

ሻݔሺܩ  ൌ Softmax൫ݔ ∙ ܹ൯																							ሺʹሻ 
 

where Gሺݔሻ is the output of Gating network and Eሺݔሻ is 

the output of the i-th Expert network. This is equal to assign 

weights to the outputs of each Expert network. By doing 

this, it is possible to train more efficiently than large single 

neural network. However, it is difficult to obtain high 

accuracy because MoE [9] used a simple perceptron for 

integrating networks. 

2.3. Mixture of CNNs 

Mixture of Counting CNN (MoC-CNN) [10] was 

proposed for crowd counting. This is a method which 

extends simple perceptron in MoE [9] to CNN. This 

method consists of a Gating CNN and multiple Expert 

CNNs. Loss function of Expert CNN is mean squared error 

and the loss of Gating CNN is softmax cross entropy. 

Furthermore, by introducing the absolute value of the 

counting error of each learning sample as a trade-off 

function, it made to select as many Expert CNNs as 

possible. MoC-CNN [10] obtained the comparable 

accuracy with VGG-16 [11] which is the state-of-the-art 

single deep neural network. 

In this paper, we also use the structure of MoC-CNN [10] 

but we use encoder-decoder structure in expert networks 

because of semantic segmentation. The output of Gating 

CNN is the same resolution as the segmentation result. This 

enables to assign roles to Expert networks at each pixel. 

Thus, we cannot use MoC-CNN [10] for segmentation 

problem directly. Furthermore, we use softmax classifier 

instead of the mean squared error in Expert network. 

 

Figure 2. Overview of the conventional method. n indicates of the

initial number of filters. 
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3. Proposed Method 

This section describes the details of the proposed 

method. We explain Gating network and Expert network in 

Section 3.1. Divide-and-Assign by Gating network is 

explained in Section 3.2. 

3.1. Network Details 

Figure 3(b) shows the detail of Gating network and Figure 

3(c) shows the detail of Expert network. Both networks use 

encoder-decoder structure except for the number of filters 

in each block. Feature maps obtained at the last 

convolutional layer of all Expert networks are fed into 

Gating network because Gating network should be a 

director of Expert networks. The first 5 blocks consist of 2 

convolutional layers with 3×3 kernels and max pooling. 

The last 4 blocks consist of a deconvolution layer with 2×2 

kernels [13], concatenation layer and 2 convolutional layers 

with 3×3 kernels. The final convolutional layer consists of 

a convolutional layer with 1×1 kernel and a softmax 

classifier. Final block is used to change the number of 

 

Figure 3. (a) Overview of the proposed method. (b) The detail of Gating network. (c) The detail of Expert network. e 

indicates the number of Expert networks. In this paper, we set the number of initial filters of Expert network as 16. 
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feature maps to the number of classes. The output channel 

of Expert network corresponds to the number of classes 

while the output channel of Gate network corresponds to 

the number of Expert network. 

3.2. Divide-and-Assign 

Figure 3(a) shows how to integrate Expert networks by 

Gating network. Gating Network divides an input image 

into some sub-problems, and the pixel-wise role for each 

Expert network is made as a feature map. Since softmax 

layer is used at the final layer of Gating network, pixel-wise 

role is defined as the probability of each pixel. Therefore, 

after segmentation results are obtained from all Expert 

networks, the feature map of Gating network is multiplied 

with the results by Expert networks. Final segmentation 

result is obtained by the weighted sum of results of all 

Expert networks. 

The pixel-wise weight is determined adaptively by 

Gating network according to the appearance of an input 

image. Of course, each Expert network trains the pixels that 

high probability is assigned by Gating network. 

4. Experiments 

This section shows evaluation results by the proposed 

method. We explain the dataset used in experiments in 

section 3.1. How to train the proposed method is explained 

in section 3.2. Finally, experimental results are shown in 

section 3.3. 

4.1. Dataset 

We evaluate our method on the fluorescence images of 

the liver of transgenic mice that expressed fluorescent 

markers on the cell membrane and nucleus. There are 50 

images in total and the size of the image is 512×512 pixels. 

These images consist of 3 classes of cell membrane, cell 

nucleus and background. We divided those images into 35 

training, 5 validation and 10 testing images. We augmented 

35 training images to 280 images by rotating an image at 

the interval of 90 degrees and left-right mirroring. 

We use intersection over union (IoU) and mean IoU 

(mIoU) as evaluation measures. They are computed as 

ܷܫ  ൌ ܶܲܶܲ  ܲܨ   ሺ͵ሻ																									ܰܨ
ܷܫ݉  ൌ ͳܿ ܶܲܶܲ  ܲܨ  ܰܨ 																	ሺͶሻ 
 

where TP, FP, and FN denote the true positive, false 

positive and false negative counts, respectively, and c 

denotes number of class. 

4.2. Training 

Since the classes are unbalanced in images, we use class 

weighting [14, 15] where the weight is assigned to each 

class in the cross-entropy loss function. The weight is 

defined as 

ݓ  ൌ  ሺͷሻ							ሺܿሻݕܿ݊݁ݑݍ݁ݎ݂/	ݕܿ݊݁ݑݍ݁ݎ݂_݊ܽ݅݀݁݉
 

where median frequency is the median of all class 

frequencies and frequency(c) is the number of pixels of 

class c in training images. In experiments, we assign the 

smallest weight to background class and cell nucleus is 

assigned to the largest weight. 

In experiments, we evaluated 2-4 Expert networks to 

confirm the behavior of Gating network. We set the batch 

size to 4 in all process. The learning rate was set to 1e-3 and 

Adam optimizer was used for training.   

4.3. Experimental Results 

First, we confirmed the behavior of Gating network. 

Figure 4 shows feature maps at final layer of Gating 

network. (a) shows the case of 2 Expert networks, (b) 

shows the case of 3 Expert networks and (c) shows the case 

of 4 Expert networks. Red pixels mean high probability and 

blue pixels mean low probability. We can confirm that 3 

Expert networks are the best for segmentation problem of 

cell membrane, nucleus and background. If we use 4 Expert 

networks, Gating network divided the roles into cell 

membrane, the outline of membrane, nucleus and 

background. 

 
Table 1. Accuracy of the proposed method. 

 

Table 1 shows the accuracy of the proposed method 

when we change the number of Expert networks. From 

Table 1, we can confirm that 3 Expert networks are the best 

for both IoU and mIoU. Figure 4 and Table 1 demonstrated 

that 3 Expert networks are the most efficient in this 

problem. 

Next, we change the output of Gating network. In the 

proposed method, the output of Gating network is the 

feature map with the same resolution as the segmentation 

result. Thus, we can assign a role to each pixel of Expert 

networks. However, in MoC-CNN [10], the scalar weight 

was used for integrating Expert networks. To investigate 

the effectiveness of our approach, we add an FC layer to the 

final layer of the Gating network like MoC-CNN [10]. The 
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integration using scalar weights cannot assign a role to each 

pixel. Namely, the same integration weights are used at all 

pixels.  

 
Table 2. Effectiveness of pixel-wise role assignment  

 

Table 2 shows the comparison result. We can confirm 

that the accuracy of our proposed Gating network is better 

for segmentation problem than the scalar weight. 

Therefore, pixel-wise role assignment is effective. 

Finally, we compare the proposed method with the 

U-Net [6]. Table 3 shows the comparison result. From 

 

Figure 4. (a) Input image (b) The case of 2 Expert networks. (c) The case of 3 Expert networks. (d) The case of 4

Expert networks. Red pixels mean high probability and blue pixels mean low probability. 

 

 
Table 3. Segmentation results (IoU and mIoU) in comparison 

with the conventional method. 
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Table 3, we see that the proposed method improved IoU 

and mIoU in comparison with the conventional U-Net [6]. 

In detail, we confirmed that the proposed method improved 

mIoU accuracy 2.53% in comparison with the conventional 

method (n=16) which is the same structure as Expert 

network of our method. 

In addition, the proposed method improved mIoU 

accuracy about 1% in comparison with the conventional 

method (n=32, 64) which uses larger number of filters than 

Expert network in the proposed method. Therefore, the 

proposed method achieved higher accuracy than that of 

single deep neural network with a large number of filters. 

5. Conclusion 

In this paper, we proposed a segmentation method by 

integrating multiple CNNs adaptively. The proposed 

method consists of Gating network and multiple Expert 

networks. Expert network outputs a segmentation result. 

On the other hand, Gating network divides the input image 

into sub-problems and assigns roles to each pixel of Expert 

Figure 5.  Segmentation results. (a) Input image (b) Ground truth (c) U-Net [6] (d) Our method 
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network according to the appearance. Thus, Expert 

networks train only the pixels assigned by Gating network. 

The accuracy of our method was improved in comparison 

with single deep neural network with a larger number of 

filters.  

However, the accuracy of cell membrane was not so high 

yet because the distinction between the outline of 

membrane and background is ambiguous. In the future, we 

would like to improve the accuracy of the cell membrane by 

separately adding the weight to the outline of cell 

membrane. 
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